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phase. Gas is preferentially transported from small to large bubbles, resulting in a gradual decrease

of the number of bubbles and an increase in the average bubble size. Coarsening foams are expected

to approach a scaling state at late times in which their statistical properties are invariant. However,

a model predicting the experimentally observed bubble-size distribution in the scaling state of foams

with moderate liquid content, as a function of the liquid fraction ¢, has not yet been developed.

To this end, we propose a three-dimensional mean-field bubble growth law for foams without inter-

bubble adhesion, validated against bubble-scale simulations, and use it to derive a prediction of the

scaling-state bubble-size distribution for any ¢ from zero up to the unjamming transition ¢. =~ 36%.

We verify that the derived scaling state is approached from a variety of initial conditions using

mean-field simulations implementing the proposed growth law. Comparing our predicted bubble-size

distribution with previous simulations and experimental results, we likewise find a large population of

small bubbles when ¢ > 0, but there are qualitative differences from prior results which we attribute

to the absence of rattlers, i.e. bubbles not pressed into contact with their neighbours, in our model.

1 Introduction

Aqueous foams — packings of gas bubbles in liquid 12 — are of
theoretical importance as complex fluids whose properties arise
from their well-characterised small-scale structure. Foams also
have many industrial applications, including fire suppression, ore
separation, foods, and drinks. %> However, a foam’s lifetime is
limited by film rupture, gravitational drainage, and coarsening.?
Our focus is on the last of these instabilities, which occurs due
to solubility of the gas phase in the liquid: dissolved gas diffuses
between bubbles, preferentially transferring from high-pressure
bubbles to those at lower pressure. %7 Small bubbles tend to have
higher pressure (the pressure of isolated spherical bubbles is in-
versely proportional to their radius by the Young-Laplace law1),
and thus shrink until they disappear, while large bubbles grow
and the mean bubble size increases.2® We neglect film rupture
and drainage henceforth, noting that they can be mitigated in ex-
periments, albeit with difficulty in the latter case.8-10

The effects of coarsening are fairly well characterised in both
the dry and dilute limits of a foam’s liquid content, %11-17 which
is measured by the liquid fraction ¢; i.e. the ratio of liquid volume
to the foam’s total volume. At late times, the foam approaches
a scaling state in which its statistical properties do not change
with time, except for a scaling arising from growth of the average
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bubble size.211:13:17 Let R denote the effective radius of a bubble;
i.e. the radius of a sphere with the same volume (or that of a circle
of the same area in 2D). ! Then the growth exponent o with which
the mean radius (R) (along with other averages '8 of R) increases
with time ¢ in the scaling state, via (R) ~t%, is 1/2 in the dry
limit ¢ — 0 and 1/3 in the dilute limit ¢ — 1.%117 However, real
foams lie between these limits, and moderately-wet foams arise
in applications such as fire suppression and ore separation. 4>

Coarsening at moderate ¢ is not yet well characterised. Exper-
iments and simulations indicate that the foam still approaches
a scaling state, 1922 although they are not all consistent re-
garding the form of the crossover in o from 1/2 to 1/3 as ¢
increases,18-21 and unexpected bubble-size distributions have
been observed in simulations2! and in recent experiments on the
International Space Station (1SS).22 The observed distributions
exhibit a large population of small bubbles at moderate ¢, which
has been interpreted as resulting from the small shrinkage rate
of rattlers (also termed roamers); i.e. small bubbles, which have
been observed directly, that are either out of contact with their
neighbours, or that have contacts due only to inter-bubble adhe-
sion. 21723 However, rigorous theoretical predictions of the varia-
tion of a with ¢, and of the scaling-state bubble-size distribution,
have yet to be developed.

Progress on predicting o has recently been made by Durian,
who derived an approximate growth law for the average bubble
radius, with contributions from gas transfer through thin films
separating the bubbles, and through the bulk liquid in the foam.

24

Journal Name, [year], [vol.], 1-17 |1


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/D5SM01007A

Open Access Article. Published on 27 January 2026. Downloaded on 1/27/2026 2:43:28 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Soft Matter

The growth exponent o was taken to be a weighted average of
these contributions, with the typical film area obtained by fit-
ting to experimental data.?* Encouraging agreement with exper-
iments was found, 81824 but there is considerable scope for im-
proving the argument’s rigour, and possibly for avoiding the use
of free parameters.

Our focus in the present work is instead to derive an approxi-
mation of the scaling-state distribution as a function of ¢. We ap-
ply standard techniques 112> to derive the distribution predicted
by the three-dimensional (3D) version of a mean-field bubble
growth law we proposed in prior work. 26 This is a border-blocking
growth law; i.e. it accounts only for gas transfer through a bub-
ble’s contact films, omitting that through the bulk liquid, %27 and
hence corresponds to the limit in which the ratio of film thickness
h to bubble size tends to zero.”-18-24 This would appear to be a
natural first case to consider: as a foam coarsens, (R) grows while
h is usually expected to remain approximately constant, :%:18 and
so the limit #/(R) — 0 should be approached at late times. A
border-blocking model might therefore be expected to describe
the eventual coarsening dynamics of a real foam, and thus its
scaling state (analogous behaviour is understood to occur in alloy
coarsening, where the dynamics is eventually dominated by bulk
diffusion instead28:29). This argument assumes that there are
films in the foam, and thus that the foam is either jammed, or
flocculated due to bubble adhesion. 18:31:32 For simplicity, and as
the natural starting point for developing theory, we consider only
foams with zero adhesion in the present work; i.e. with a contact
angle @ = 0 between film and bulk-liquid interfaces. 33 Therefore,
we restrict our attention to jammed foams, with ¢ < ¢., where
e ~ 36% is the unjamming transition in 3D.2

Mean-field models are widely used to provide tractable approx-
imations of coarsening systems. %18:3435 In the dry limit ¢ =0,
Lemlich’s law®12:36 approximates the growth rate of a 3D bub-
ble as follows. Let the bubble have effective radius R, and let y
be the liquid/gas surface tension, D a gas diffusion coefficient,
H Henry’s constant? (for brevity, we use the definition employed
by Schimming and Durian,” which incorporates the molar gas
volume?), and h the film thickness. Let R. denote the critical
bubble radius, which is the radius of bubbles which neither grow
nor shrink under coarsening,!! and which is set by the condi-
tion that the total gas volume is conserved.® Under the assump-
tion that the equivalent volume of dissolved gas2® is negligible
compared to the bubble volumes, this condition requires that the
instantaneous mean volumetric bubble growth rate satisfies 2
(V) = (dV /dt) = 0. Lemlich’s law is then 1236

dR 2yDH (1 1
ak _ 2y (1 1 1
dt h (RC R)’ L)

where2% R. = (R?)/(R) = Ry,. This law is approximate due to
mean-field assumptions made during its derivation, and we con-
sider it as a prediction for dry foams (¢ = 0) due to its assump-

T There may be other exceptions. For example, it is conceivable that a population of

non-evolving rattlers in a border-blocking model®° could preclude a scaling state.
This possibility is discussed further in Section 5.
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tion that the whole surface of a bubble is available for gas trans-
fer through films.®3° In the dilute limit ¢ — 1, for which all gas
flow is through the bulk liquid (Ostwald ripening),? the Lifshitz-
Slyozov-Wagner (LSW) law gives11-12
k o (1_1) -
' R \R. R
in 3D, where imposing (V) = 47 (R?R) = 0 gives 12 R. = (R).
Much prior work29-34:37:38 has been done to develop mean-
field growth laws for intermediate values of ¢. However, to our
knowledge, most of these studies are focussed on more general
coarsening systems, rather than foams specifically, and thus do
not typically model the films between contacting bubbles. Gas
transfer in foams is most efficient through films due to their small
thickness,? and so it seems necessary to approximate film sizes
to obtain an effective foam coarsening model. Progress has been
made by Pasquet et al., '8 who obtain a correction to the prefac-
tor in eqn (1) for ¢ > 0 using an approximation for film area as
a function of ¢ derived by Hohler et al.,3° as we shall discuss in
Section 2. While their model predicts the variation of the coars-
ening rate with ¢, it is not able to predict the effect of ¢ on the
bubble size distribution, since their growth law is a constant mul-
tiple of Lemlich’s law (1) at fixed ¢ (see Section 2), thus justifying
development of the more detailed model that we describe below.

In Section 2, we define our proposed growth law, and compare
its predictions with our previous bubble-scale simulations.26:40
Then, in Section 3, we adapt standard techniques!1:2° to derive
the scaling-state bubble-size distribution predicted by this growth
law. Supporting derivations and properties of the distribution are
given in Appendix A. Next, in Section 4, we give the results of
mean-field simulations using our proposed growth law to check
that the derived scaling state is approached from various initial
conditions. Our simulation methods are adapted from those of
De Smet et al. ! We then compare the derived distribution with
previous experiments?%23 and simulations?! in Section 5. We
conclude in Section 6, and discuss simulation convergence and
apparent exceptions to the universality of our derived scaling
state (comparable to apparent exceptions previously observed for
other mean-field laws2%42:43) in Appendix B.

2 Mean-field growth law for wet foams

The border-blocking growth rate of a bubble in a 3D wet foam
is known exactly under standard assumptions (including that the
thin film thickness # is the same for all contact films), although we
will make mean-field approximations below in order to develop a
tractable model. Let the considered bubble have effective radius
R (i.e. the radius of a sphere with equal volume!), pressure p
(we define all pressures relative to that of the liquid, which is
constant), and n contacting neighbours (and hence n films). Let
the bubble’s k™ contact film have area A; and adjoin a bubble
of pressure p;. Then the bubble’s border-blocking growth rate is
exactly?

dR _DH 1

n
— === Y (5~ D)As 3)
dt h 4nR> &
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In two dimensions (2D), the equivalent growth law is 2’
dR DH 1 ¢
=5 Y (—p)L  (in2D), @
dt h 27R /=

where L is the length of the film between the bubble and its k!
neighbour. Due to the dependence of eqn (3) on multiple bubble
properties (not just R, for example), its implications for the evolu-
tion of a coarsening foam as a whole are not clear, inviting further
approximations. Pasquet et al. '8 proposed a mean-field border-
blocking growth law which generalises eqn (1) 6 to wet foams. It
is based on the following approximation, which was derived by
Hahler et al.,3? for the ratio of total contact film area A to sur-
face area S of bubbles in monodisperse 3D foams. Let the foam’s
osmotic pressure 3344 be I1g, and define the scaled osmotic pres-
sure IT=1IIo(R3,/7)/(1 — ¢) (this definition differs from that typ-
ically used in other studies3%#* by the factor of 1/(1 — ¢), which
we incorporate for brevity in the results given below), where?
R3; = (R®)/(R*). Then®?

I

AN
ST 240

)]
Following Pasquet et al.,!8 let us adapt the derivation® of Lem-
lich’s law (1). We simplify eqn (3) by making the mean-field ap-
proximation that all neighbours and films of the considered bub-
ble are identical, and take the bubble to have pressure p =2y/R;
i.e. that of an isolated spherical bubble,® by the Young-Laplace
law.! The equal neighbour pressures are written p; = 2y/R. (an-
ticipating that R. will serve as the critical radius), and the bubble’s
total film area is approximated using eqn (5) (taking S ~ 47R?,
noting that the error in this approximation is about 10% for a dry
3D foam“°). Pasquet et al. !® thereby obtained an approximate
growth law of the form

dR _2yDH (1 1\ 1 ©
dt~  h Re R) 2411

where R. = R;; since the law has the same functional form as
eqn (1). While this growth law predicts the rate at which the
foam coarsens® (see Section 4.2 below), it is not suitable for ap-
proximating the variation of the scaling-state bubble-size distribu-
tion with ¢ — the right-most factor, approximating the bubble’s
film coverage, scales all bubble growth rates equally, and so the
same scaling-state distribution, that of Lemlich’s law (1),12:36:46
is obtained for all ¢ < ¢ (beyond which IT = 0 and there is no
coarsening in the border-blocking model”-3%). This suggests the
development of growth laws which account for the correlation
between bubble pressure and film area, an approach which was
proposed by Pasquet et al. 18

We now describe a 2D mean-field growth law that we derived
previously by following this approach,2® before introducing the
corresponding growth law obtained by adapting the derivation to
3D. We validate both growth laws against our bubble-scale simu-
lations. 2640
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2.1 Two-dimensional mean-field growth law

In ref. 26, we developed mean-field approximations for bubble
pressure p and the ratio of a bubble’s total film length L; to its
perimeter P, which depend only on bubble radius R (for the non-
adhesive foams we consider here). Thus, the correlation between
p and L¢/P is approximated through their mutual dependence on
R. These approximations for p and L¢/P are generalisations of two
results from Hohler et al. 3° — a relation between the foam’s cap-
illary and osmotic pressures, and eqn (5) — to individual bubbles
in polydisperse foams, and are derived using similar techniques
(but are subject to additional simplifying assumptions). In ref. 26,
we used the pressure and film length approximations, in a simi-
lar manner to the derivation® of eqns (1) and (6), to derive the
following approximate mean-field border-blocking growth law,
which incorporates the variation of film coverage with bubble
size. Let [T =IIg(R»1/7)/(1 — ¢) be a 2D equivalent of I, and
let R = R/R>;. Then26

dR_yDH<1 1> 2M1R

m (in 2D), @)

dt~ h \R. R

where R. is the critical radius.

In ref. 26, we compared eqn (7) with the growth rates pre-
dicted by bubble-scale finite-element simulations of 2D foams.
These simulations were implemented in the Surface Evolver, 4748
and adapted the approaches of Kihiri et al. ¥° and Boromand
et al.:>0 every liquid/gas interface in the foam was resolved (re-
quiring a film thickness considerably larger than expected in real
static foams), and made to interact with other interfaces through
a disjoining pressure. Hence, the simulated bubbles were de-
formable. We found that eqn (7) appears to approximate the
trend in the simulated border-blocking growth rates (when cor-
rected for variations in simulated bubble film thickness 4; see be-
low), albeit with a large degree of scatter among individual bub-
bles.

Using the data®! from ref. 26, we see in Fig. 1 that eqn (7) is
actually in good agreement with the binned mean growth rate.
Here, we have used eqn (4) to calculate the border-blocking
growth rates of the simulated bubbles (expressed in terms of their
effective neighbour number 19,26y Eqn (4) assumes that all films
have equal thickness &, which is a standard approximation for real
foams, 118 whereas film thickness varies considerably between
bubbles in our simulations for numerical reasons, an effect which
would tend to enhance the shrinkage rates of small bubbles (see
ref. 26 for details). However, we do not expect the thickness vari-
ations to affect the bubble pressures and film sizes substantially,
and so our use of eqn (4) should correct for these variations.

We calculate R in Fig. 1 by summing the bubble area growth
rates dAy/dr = 2nRdR/dr predicted by the considered mean-field
growth law (eqn 7 or the 2D equivalent of eqn 6) for each bub-
ble in the finite-element simulations. We then use a numerical
rootfinder®2 to obtain R. such that this sum is zero. Hence, we
apply the 2D equivalent (dAy,/dr) = 0 of the gas conservation con-
dition®® introduced in Section 1 to the simulated foams. The
osmotic pressure is measured directly in the simulations by eval-
uating its definition in terms of the bubble interface geometry3?

Journal Name, [year], [vol.], 1-17 |3
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Fig. 1 Border-blocking growth rate (expressed as the rate of change in
bubble area A, = nR?) versus effective radius for 1024 bubbles in 2D simu-
lated foams at (a) ¢ =2% and (b) ¢ = 10% without inter-bubble adhesion,
the simulation data having been taken from our previous study.26:51 The
bubble-area distribution is a compressed exponential fitted to experimen-
tal data by Roth et al.® The individual bubble data is shown alongside
its binned mean (20 equal bins are used; the error bars give the standard
deviation within each bin). Comparison is made with eqn (7) (—) and
the 2D version of eqn (6) (), in which R is obtained by numerically
solving (dAp/dt) =0 as described in the text and IT is measured in the
simulations. 2% The values of R. are shown on the panels. The calculation
of dAp/dt for the simulated bubbles is explained in the text.

(see ref. 26 for details).

In Fig. 1, we also see improved agreement over the 2D equiva-
lent26:36 of eqn (6) for small bubbles, further justifying the more
complicated growth law (7).

2.2 Three-dimensional mean-field growth law

A 3D equivalent of eqn (7) can be derived using very similar ar-
guments, with the required approximations for bubble pressure
and film area being obtained by slightly adapting the 2D deriva-
tions. 26 The arguments in the 3D case are given in ref. 40, and
are summarised within Appendix A. The resulting mean-field ap-
proximation for an individual bubble’s pressure p (relative to that
of the liquid; i.e. the bubble’s capillary pressure3?) is
o 2y

PQW*FF- ®

4| Journal Name, [year], [vol.], 1-17

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
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Fig. 2 Border-blocking relative growth rate? (where V = 47R3/3 is the
bubble volume) versus effective radius for 256 bubbles (aggregated from
four 64-bubble simulations at equal ¢) in 3D foams, using finite-element
simulations described in ref. 40. There is no inter-bubble adhesion, and
the liquid fraction is (a) ¢ =10% and (b) ¢ =30%. The bubble-size distri-
bution 17 is lognormal with standard deviation 0.4 with respect to R/(R).
The simulation data is plotted as in Fig. 1, except 5 equal bins are used
due to the smaller number of bubbles, and is compared with eqns (10)
(—) and (6)18 (---); where IT and R3; are the mean values measured in
the aggregated simulations, and R. is obtained® by numerically solving
(dV /dt) =0 as explained in the text (the values of R. are shown on the
panels). The means of calculating dV/dr for the simulated bubbles is
also given in the text. Comparison is additionally made to eqn (10) with
R3; replaced by Rc throughout (- -), as described later in the text.

The corresponding approximation for the ratio of a bubble’s total
film area A to its surface area S (i.e. the fraction of its surface in
contact with other bubbles) is

A IR

57 14+ (1+IR’ ©

where R = R/R3. Eqn (9) predicts that smaller bubbles are
less deformed by their contacting neighbours27->3 (i.e. they have
smaller A/S), and that A/S is larger in drier foams (i.e. for larger
IT) as expected.3? The scaling of radius by R, arises from an ap-
proximation that all neighbouring bubbles have pressure equal to
the capillary pressure I, of the foam3? (see Appendix A). Other
pressures could have been chosen, but we shall see below that the
resulting growth law is insensitive to a replacement of R3, by R,
which is another average radius. Eqn (9) becomes eqn (5) 39ina
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monodisperse foam (where R = 1 for all bubbles).

An approximate 3D growth law is then obtained, like eqns (1)
and (6), by assuming identical films and neighbours in eqn (3).
Eqn (8) is used for the bubble’s pressure (instead of the Young-
Laplace law for spherical bubbles), and the equal pressures of its
neighbours (taken to have radius R.), while eqn (9) gives the total
film area A (again approximating*® S ~ 47R?). Hence, we obtain
the approximate 3D mean-field border-blocking growth law

(10

dR _2yDH (1 1 TR
Re R

dar T h 1+(1+MR’
where R. is the critical radius. Comparing with eqn (6), we see
that there is an additional dependence on bubble size R, which
is intended to approximate the variation of film size with R (see
below), and thus more accurately describe a bubble’s growth rate
(still within a mean-field model). As noted above, this additional
complexity is required to predict the variation of scaling-state
bubble-size distribution with ¢ (upon which it is known to de-
pend 22,54)'

We provide a test of eqn (10) in Fig. 2, similar to Fig. 1, us-
ing 3D versions of the finite-element simulations discussed in
Section 2.1. These 3D simulations are described in detail in
ref. 40, and use the same approach as in 2D, that of K&héara
et al.*® and Boromand et al.,>® and thus are similar to prior
simulations of deformable 3D frictional particles®>> and biologi-
cal cells.>® The simulations are again performed with the Sur-
face Evolver,*8 and the initial dry-foam geometries are gener-
ated using the Neper software.>”-> The border-blocking growth
rates are calculated using eqn (3) (thus correcting for film thick-
ness variations between bubbles as in the 2D simulations). The
critical radius R. in each of the plotted mean-field growth laws
is separately obtained by numerically solving the gas conserva-
tion condition2© similarly to Fig. 1: the considered growth law’s
prediction of dV /dt = 4xR*dR/dt for each bubble in the simula-
tions is summed, and a rootfinder>?2 is used to give R. such that
(dV /dt) =0 for the growth law. As in Fig. 1, the osmotic pressure
is measured in the simulations using its definition in terms of the
bubble interface geometry3? (see ref. 40 for details).

Computational resources limit our 3D simulations to much
smaller foam sizes than in 2D: in Fig. 2, we aggregate bubble
data from four distinct 64-bubble foams with periodic boundary
conditions. The individual plotted bubbles have their radii scaled
by Rj3, from the foam sample in which they originate (rather than
the mean value of R3, used in the plotted growth laws). While
comparison to larger foams would be highly desirable to reduce
finite-size effects and statistical fluctuations, Fig. 2 does indicate
fairly good agreement in the mean between the simulations and
eqn (10), and gives some evidence to prefer the latter growth
law over eqn (6), at least at higher ¢. However, we note that the
level of agreement with eqn (10) for small bubbles does worsen if
the number of bins is doubled to 10 (although the bin of smallest
radius then contains few bubbles).

Fig. 2 shows that the main difference between our proposed

growth law (10) and eqn (6)18 is that the former predicts sup-
pressed shrinkage rates for small bubbles2°° (we note that the
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radius corresponding to the local minimum predicted by eqn 10
depends on the measure of growth rate selected; there is no mini-
mum for dR/dr). This suppression follows from eqn (9), which
implies that the fraction of a bubble’s surface in contact with
other bubbles decreases with decreasing bubble radius.2” Thus,
smaller bubbles have relatively-less film area through which gas
may transfer in the border-blocking model we use.®2” On the
other hand, eqn (6) assumes that the relative film areas are inde-
pendent of bubble size, through its use of eqn (5).3°

As discussed later in Section 5, the scaling-state distribution is
expected to be sensitive to the form of the growth law for small
bubbles.21:22 In 2D, Fig. 1 suggests that eqn (7) applies over a
wide range of bubble sizes, although it would be desirable to test
the growth law against simulations of more polydisperse foams,
with more small bubbles. However, Fig. 2 suggests that, in 3D,
eqn (10) may overestimate the shrinkage rate of small bubbles
at higher ¢, perhaps due to the presence of rattlers; i.e. bubbles
without contact films. 2122 Further 3D simulations of larger sys-
tems may resolve this — the discrepancy might be an artefact of
aggregating data from several foams. The role of rattlers in mean-
field models remains unclear, and will be discussed in Section 5.
In spite of these unresolved matters, the level of agreement in
the mean observed in Figs. 1 and 2 (particularly the former, not-
ing that the same arguments are used in 2D and 3D to derive
the growth law) encourages us to explore the consequences of
eqn (10) in 3D, which is the case of primary practical interest.
The 2D growth law (7) is used no further in the present work.

2.3 Application and simplification of the 3D growth law

We derive the scaling state of eqn (10) in Section 3. First, how-
ever, we note that a foam is more commonly parametrised by
liquid fraction ¢ than by osmotic pressure I1o (which appears in
scaled form IT within the growth law). In a foam without bubble
adhesion (such as we consider here), I1j is expected 3%** to have
a one-to-one correspondence with ¢ up to the unjamming tran-
sition ¢, beyond which I1o = 0. We convert between ¢ and ITg
using the empirical law 3960

(9 —9)°

(1-9)vo

for critical liquid fraction ¢ = 36% and K = 3.2.18 The extra factor
of 1 — ¢ compared to Maestro et al. ® is due to our different def-
inition of the scaled osmotic pressure I1 (above). In real foams,
the critical liquid fraction depends on the bubble-size distribu-
tion, and is likely to be smaller in the polydisperse scaling-state
distributions we derive below.21-22 For example, Galvani et al. 22
found ¢. = 31% for a simulated foam with polydispersity equal to
the foams in the ISS experiments. However, for concreteness, we
select the standard value ¢. = 36% which applies to monodisperse
disordered 3D foams.2 We emphasise that eqn (11) was not used
in Fig. 2, where, as in Fig. 1, the osmotic pressure was measured
directly from the finite-element simulations. 2-2640

~
~

(1D

We also simplify the growth law (10) by replacing all instances
of R3, therein by the critical radius R.. Both measures of the
average bubble size are expected to be fairly close in value.
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This approximation affects the derived scaling-state distributions
very slightly (not shown), but gives the great advantage that
the scaling-state properties can be derived analytically in closed
form. This replacement is achieved by redefining R = R/R. and
1 =To(Rc/y)/(1 — ¢), and its very small effect on the predicted
growth rates is shown in Fig. 2. These redefinitions are retained
for the remainder of this article.
placement was made by Ardell3” in a generalisation of the LSW
law (2) to ¢ < 1.

We note that a similar re-

3 Derivation of scaling state

We now derive p(R), the scaling-state bubble-size probability dis-
tribution predicted by the 3D border-blocking growth law (10).
We follow the approach of Marqusee and Ross, 2> which is among
the methods commonly used to derive scaling-state distribu-
tions in Ostwald ripening and coarsening theory, 11:36:38,61.62 The
derivation will also give us the growth exponent a (see Sec-
tion 1).

Using a similar notation to Marqusee and Ross,2° let r = R/L
and 7 =¢/T be dimensionless bubble radius and time variables,
with T = L*h/(2yDH) selected to simplify eqn (10), and with
L chosen such that the total (conserved) gas volume is unity.:'t
Let the dimensionless critical radius be rc(7) = Rc(7)/L, which
is expected to increase with time like the average bubble size3>
(with the same growth exponent 18 ) and define the dimension-
less bubble radius 7 = r/r. (= R) for consistency of notation. The
growth law, eqn (10), becomes

, dr ( 11 ) 17
rnt)=—=(——— || ——=—.
dt re r) 14+ (1+ID)F
Let n(r,7) be the bubble number distribution, such that n(r,7)dr
is the number of bubbles with radius between r and r+ dr at time
7, and N(7) = [y ndr is the total number of bubbles. Since bubble

radii vary continuously, the distribution » satisfies the continuity
equation !

(12)

on + i(r/n) =0.

at | ar (13)

Following Binder, ®! let x = r7~® be the scaled bubble size, recall-
ing that « is the growth exponent (and so fixed x corresponds to
fixed R/R., for example). Define 11,25 7i(x, 7) as the number distri-
bution in the variables (x, 7). Since 7dx = ndr, we have i1 = t%n.
Substituting this definition into eqn (13), and expressing in terms
of the derivatives of the variables (x,7) (noting that this change
of variables alters d/d) gives the continuity equation 12> for 7,

on 9
£+$(uﬁ) =0 (14)
where 2>
J
u(x, 1) = 4 (:(;T) - % (15)

is the velocity of a bubble’s scaled radius x (i.e. dx/d 7). 11 We seek

+We define these variables partly for use in the simulations of Section 4.
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a scaling-state solution 7i(x,7) of eqn (14). Recalling Section 1,
this is a solution for which the distribution of bubble sizes is inde-
pendent of time except for an overall scaling,? which is incorpo-
rated into the definition of x. Since bubbles shrink and disappear
during coarsening,! the bubble number density 7 will decrease
with time while the x distribution remains constant. Hence, a scal-
ing state takes the separable form?2>3 ji(x,t) = p(x)&(t), where
p is proportional to the probability distribution in x (which is
t-independent in the scaling state), and & accounts for gradual
disappearance of bubbles, and thus the decay in the number den-

sity 7.

Following Binder, °! we assume & = 7P, and obtain the expo-
nent 3 using conservation of the amount of gas. Marqusee and
Ross 2> account for the amount of dissolved discontinuous phase
when imposing its conservation. However, as in Section 1, we
take the total bubble volume to account for all gas in the system
(which is conserved), ©! thus presuming a sufficiently low gas sol-
ubility in foams. We recall that r is defined such that the total
conserved gas volume is unity after nondimensionalisation; i.e.

A [

3 Pndr=1.

(16)
Substituting r = xt*, and using the fact that n = v~ %7 =
=% Bp(x) in the scaling state, gives

4?” 3B /mx3ﬁ(x) dx=1. a7
0

The right-hand side is evidently independent®! of time 7, and so
B =3a and i = t3%p(x) in the scaling state. Substituting this

form for 71 into eqn (14), we obtain?2°

P = 55 |5 b

3a

(18)

The exponent o is determined by noting that the right-hand side
of this equation can have no explicit dependence 26! on time 7
(since the left-hand side has none), once eqns (15) and (12) are
substituted for u. We define x. = r.7~%, which is 7-independent
in the scaling state since « is the growth exponent. Hence, £ =
x/xc (=) also has no explicit dependence on 7 in the scaling state.
Furthermore, IT is 7-independent since we fix the liquid fraction
¢. By eqns (15) and (12),

=120 (i — 1) LA —ox. 19
Xe  x) 1+ (141X
Substituting 2>°1 this result into eqn (18) gives o = 1/2, as ex-
pected in experiments using dry foams, 1417 and as in the small-¢
model of Schimming and Durian.” However, eqn (10) is intended
as an approximate growth law for all ¢ at which bubbles are in
contact, and for which # is vanishingly small, so that gas transfer
via films dominates. 7-18 Therefore eqn (10) accords with the stan-
dard expectation that o = 1/2 in any such border-blocking case. 18
Substituting o = 1/2 into eqn (18), and using that tu is then 7-
independent, we obtain a linear, first-order ordinary differential
equation for p, which is straightforwardly solved (by separation

Page 6 of 18


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/D5SM01007A

Page 7 of 18

Open Access Article. Published on 27 January 2026. Downloaded on 1/27/2026 2:43:28 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

of variables) to give61

o Cxy)2 3 [dx
plx) = Tu eXp(Z/l’u)7

where C is a constant. Rewriting eqn (19), for a = 1/2, we obtain

(20

. 1 (14T xex® + (x2 — 2IT)x + 2@x,
u=——- = .
xe+ (1+1ID)x

21
e 21
The numerator is quadratic in x, so T« has at most two zeros. We
now follow standard arguments11:2536:62 to constrain these ze-
ros, and thus to determine x. analytically.§ First, we argue that
p(x) = 0 for all x > xq, where xy > 0 is a finite cutoff.!12> Fol-

lowing Marqusee and Ross,2> we note that, at large x, eqn (18)
becomes
dp 4p
@w P (22)
dx X

on substituting o = 1/2 and eqn (19). Thus p = k/x* for constant
k. But k =0 is the only value for which the integral in eqn (17)
is finite. 2> Therefore, p must be zero beyond some cutoff, 11251
denoted xy (which we define to take its smallest possible value).

Let us consider a bubble by which initially has scaled radius x =
x¢ in the scaling state, and which therefore is no smaller than any
of the other bubbles. We recall ! that u gives the rate of change of
x for by. Thus, if u < 0 at xy, then x will decrease. But u is a single-
valued function of x (and 7) for all bubbles, by eqn (19), and so all
bubbles initially with x smaller than x; will remain smaller than b
as it shrinks. 11 Therefore, p will evolve, 36 with its cutoff equal to
the decreasing scaled radius of by, contradicting the assumption
that p is a function of x only (and thus describes a scaling state).
It follows that u > 0 at x = xy.

But u should be nowhere positive for x < x in the scaling state,
because that would result in a class of bubbles which never vanish
during coarsening,3¢ contradicting the expected dynamics that
all but one bubble should eventually vanish in a finite foam sam-
ple. 12 Therefore, we must have2® u = 0 at x = xp; i.e. the scaled
radius of the bubble b is constant.

The quadratic numerator in eqn (21) thus has a zero at x = xg.
From this equation, u = —IT/(tx.) at x =0, and u ~ —x/(27) as
x — oo, We also recall that IT > 0 in the jammed foams without
bubble adhesion 33** that we consider. Therefore, if u has exactly
a pair of distinct zeros, then both zeros are at x > 0, and u > 0
between these zeros. Hence, xy must equal the smaller of these
zeros in such a case, since we have argued above that u must be
nonpositive for all x < xy. But a stability problem then arises: if
bubbles with x just below the cutoff xj are perturbed to lie beyond
xp, then they will continue to grow?® (since u > 0), which will
cause p to evolve. This is not a contradiction (since we have
perturbed the distribution to begin with), but suggests that the
scaling state is unstable in this case2>2?43 (see Appendix B for

§ This is the reason for replacing R3, by R. in eqn (10).37 Otherwise, x. is obtained in
terms of x3; = R3,7~%/L, which can only be obtained numerically.

9 Linearity and homogeneity of eqn (18) ensures that the argument would not be
invalidated if higher order terms were included in eqn (22).
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further discussion).

Therefore, by the above exclusion of other possibilities, the de-
sired stable scaling state should be such that u has exactly one
zero 1125 at x = xp; i.e. the quadratic in the numerator of eqn (21)
has a double zero at xy. Hence, the quadratic’s discriminant gives

x2 — 21 = +2xc4/211(1 +-10).

This quadratic equation can be solved for x., and the cutoff x
is then the double zero of the quadratic numerator in eqn (21).
Therefore, |l

(23)

211
1+1IT

xc:\@(\/uﬁ—\/wﬁ), Xo= 24)
In the dry limit as IT — oo, for which eqn (10) reduces to Lemlich’s
law (1),%1236 we have x. — 1/v/2 and xg — v/2, in agreement
with Marqusee and Ross.2> Furthermore, recalling that x; is the
double zero of the numerator in eqn (21), we may rewrite this
equation as

71+ﬁ (xg —x)?
2 xe+(1+IDx

Tu= (25)
To obtain the scaling-state distribution, we substitute this into
eqn (20), giving

) = €3 x+xc/(1+11) exp |3 xo+xc/(1+11)

(xp —x)3 Xo—x (26)

for x < xg. However, we desire the probability distribution p(R)
of relative bubble size in the scaling state. We recall that R =
R/R. = x/x. by definition (which has no explicit 7-dependence in
the scaling state), while p(R)dR = p(x)dx. Thus, p(R) = xcp(x).
We also define the dimensional cutoff radius Ry = xoLt%* with o =
1/2, analogous to R and R, and its relative value Ry = Ry/R. (=
xo/xc). Therefore, eqn (26) gives

p(ﬁ):CW X {—3%} @27)

as the probability distribution of relative bubble size in the scaling
state, where C is chosen to normalise the distribution. Eqn (27)
is valid for R < Ry, whereas p(R) = 0 otherwise. From eqn (24),

the relative cutoff is
. 2411
Ry=1+ + —.
1411

In the dry limit T — o, equation (27) becomes the Lemlich-
Markworth distribution 12-36:46

(28)

3R oA
0,\:| , with Ry =2,

(Ro—R) exp{ Ro—R @9

p(R)=C

which is the scaling-state distribution of Lemlich’s law (1), to
which eqn (10) reduces in this limit. In the limit IT — 0, corre-

|| Multiple roots arise, but only one has the required property that both x. and x, are
positive.
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sponding to the approach to the unjamming transition, eqn (27)
becomes

. 1+R 14 R oA

We recall that gas transfer through the bulk liquid is neglected in
our model, because we take & — 0. Hence, eqn (30) differs from
the scaling-state distribution!! predicted by the LSW law (2), for
which all gas diffusion is via bulk liquid rather than films. 2

We plot eqn (27) in Fig. 3 for a variety of liquid fractions ¢,
which determine IT via eqn (11).%° We also include the above
limiting distributions. The normalisation constant C and the first
few moments of p(R) can be obtained analytically, and we give
these in Appendix A.

1.2 = ¢ =0 (Markworth, 1985)
¢ =0.01%
Lo [T ¢ =1.00%
£ = $=10.00%
f.—"~.
) . ¢ = 25.00%
0.8 1 A7 W\ T ¢=3600%
= 4 7 -
Z064 L/ NN
Y // R \ =\
/‘/ N A\
a4 . o\
M Y
o A
\
024 . \.
e
0.0 —

000 025 050 075 100 125 150 175 200
R/ R,

Fig. 3 Probability distribution p of the relative bubble size R in the scaling
state, predicted by eqn (27) (C is obtained here by numerical integration
of the distribution), for various liquid fractions. We also plot p in the
limiting cases of a dry foam and a foam at the unjamming transition,
given respectively by the Lemlich-Markworth distribution (29) 1246 and
eqn (30).

Perhaps the most noticeable property of the probability dis-
tribution (27) is that, for all wet foams, we have p > 0 at
R =0, which is a qualitative difference from its form in the dry
limit (29).3%46 This may be interpreted using the approxima-
tion (9) for the relative film area A/S of bubbles: smaller bub-
bles have a smaller proportion of their surface in contact with
neighbouring bubbles, 27 and thus relatively less area available for
gas transfer under the assumption of border blocking. %27 In our
mean-field model, A/S tends to zero as R — 0; i.e. bubbles of zero
size are rattlers. Therefore, in spite of the divergence of bubble
pressure as R — 0, a large population of small bubbles remains, in
the scaling state, due to their disproportionately small films.** In
the dry limit,® A/S = 1 independent of R, and so this effect does
not arise. We discuss the predicted probability distribution (27)

«» However, integrating eqn (10) for small R shows that a small bubble does vanish

in finite time. Although the film area goes to zero as R — 0, the bubble pressure
diverges, and so dR/dt tends to a finite limit. We also emphasise that it is the proba-
bility density p at R = 0 that is nonzero, not the probability that a given bubble has
zero size, which remains zero.
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further in Section 5, where we compare it to prior simulations
and experiments.21=23 For now, we note that a large population
of small bubbles was also found in these studies, but the form of
the bubble size distribution is qualitatively different.21-23:54

In Fig. 4, we give the variation with ¢ of R./R», Rc/R32,
Ro/Ry1, polydispersity*® 2 = Ry, /(R3)!/3 — 1, the standard devi-
ation o of R/(R), and geometric disorder? oy = +/(V2)/(V)2 —1
in the scaling state (where V = 47R> /3 is the bubble volume). We
recall from Section 1 that R. = R;; in the dry limit.® All quan-
tities plotted in Fig. 4 are measures of the distribution’s width,
and so they each increase with ¢, consistent with the broadening
of the distribution apparent from Fig. 3. In Fig. 4, Rc/R3 =~ 1,
which suggests that our replacement of R3; by R. in eqn (10) (see
Section 2) is self consistent. The poor agreement of the polydis-
persity in Fig. 4 with the ISS experiments (for which & > 0.3 for
¢ <30%, and 2 tends to decrease as ¢ increases22) is interpreted
in Section 5.

2.6 1
2.4 1 — Rc/Rn
22 - RO/RQ]
2.0 1
1.8 1
1.6 1 =
1.4 1
1.2 1

1.0 =—
0.8 1
0.6
04
024 e
0.0 r . . . i

[}

Fig. 4 Various properties of eqn (27) as functions of liquid fraction.
The ratios of critical radius and cutoff radius to Ry; (and R3y in the
former case) are shown, alongside the polydispersity4> &7 and geometric
disorder? oy, which are defined in the text, and the standard deviation o
of R/(R). These are all evaluated numerically from eqns (27) and (28).

We recall, by the definition of x., that the critical radius sat-
isfies rc = x.7* in the scaling state, where o = 1/2. But x¢ is a
constant, and therefore so is drZ/dt = xZ, which provides a mea-
sure of the coarsening rate of the foam 8% (proportional to the
rate at which a typical bubble’s surface area increases). We plot
this in Fig. 5 as a function of ¢, and compare it with the cor-
responding rate predicted by Pasquet et al. 18 using the simpler
growth law (6).

As expected, the coarsening rate decreases with increasing ¢ in
Fig. 5 due to the decrease in film areas, reaching zero when the
bubbles lose contact at the unjamming transition. Our prediction
is close to that of Pasquet et al. 18 (agreeing at ¢ = 0 since the
two growth laws are equivalent in this case), although our rates
are slightly higher for intermediate ¢. This is perhaps counter-
intuitive, as our model has enhanced border-blocking for small
bubbles compared to eqn (6), thus slowing their disappearance
along, presumably, with the growth of the average bubble size.

Page 8 of 18
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However, as expressed in more detail in Section 5, the rate of
change of the bubble number dN/d¢ (and thus the coarsening
rate) depends on p(0) in addition to the limiting growth rate as
R —s 0.13,65

We note that the prediction '8 x2 = I1/(4 +2IT) plotted in Fig. 5,
which originates from the film area approximation (5),3° has
been successfully fitted 23 to data from coarsening experiments at
small ¢ < 8%. However, its agreement with the ISS experiments
at larger ¢ is poor, likely due to bubble adhesion. 184 Recalling
that we consider only nonadhesive foams in the present work, we
consider this discrepancy no further, except to note that an adap-
tation of eqn (5) to adhesive foams has been proposed and used

by Galvani et al. 23
0.5 1.0
@, _ — ~
— o we=2(342m-2 (z+n)(1+n)>
dr? 11/2 ;
0.4 i 22 = PN (Pasquet et al, 2023) 0.8
0.3 L 0.6
RS B
== <
0.2 0.4
0.1 0.2
0.0 - - - - - - — 0.0
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35

¢

Fig. 5 Coarsening rate (see text) versus liquid fraction ¢, as predicted
by the growth law (10) via eqn (24), alongside the prediction of Pasquet
et al.'® The predictions agree at ¢ =0, where they equal 1/2, and they
both reach zero at ¢ = ¢.. The variation of p(0) with ¢, given by eqn (27)
(with C again being obtained numerically), is also plotted (p(0) =0 at

¢=0).

Having derived and analysed the scaling-state bubble size
distribution (27) predicted by the border-blocking mean-field
growth law (10), we next give results from mean-field simula-
tions to verify that this distribution is approached from a range of

initial conditions. 2529

4 Simulations

4.1 Simulation methods
We now describe the approach we use to simulate foams that
coarsen according to a mean-field bubble growth law of the
LSW 1112 or Lemlich 61239 type; i.e. which depends only on bub-
ble radius R, like eqn (10).

The numerical methods are adapted from those of De Smet
et al.,*! and hence involve predicting the evolution of a large
number of individual bubbles (rather than calculating the evolu-
tion of a distribution function ®2%41), We select this approach for
its directness, and we note that present computational resources
allow considerably larger system sizes to be studied than were
simulated by De Smet et al. 4! To our understanding, a similar
approach is used by Brown.4?> We implement the simulations in
python, using the numpy and scipy packages. 3266

We use the dimensionless bubble radius and time variables r
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and 7 defined in Section 3. Let v = 473 /3 be the dimensionless
volume of a bubble.

We begin the simulation with N = 3 x 107 bubbles with differ-
ent radii ; (and volumes v;). The initial bubble number N is
chosen to be as large as is feasible (we use a PC with a 16-core
Intel i7 processor from circa 2021, 16GB of RAM, and an SSD),
noting that memory usage appears to be the limiting factor. We
make no attempt to parallelise the code. For comparison, Thomas
et al. 1 use initial foams containing about 2 x 10° bubbles in their
3D Potts-model simulations of dry-foam coarsening (which ac-
count for the detailed foam structure, unlike our mean-field sim-
ulations). We sample the relative radii r;/{r) from a specified
distribution, usually a narrow 29 lognormal distribution with stan-
dard deviation og = 1/10. The radii r; themselves are determined
by imposing the condition (see Section 3) that the total gas vol-
ume is ¥;v; = Y4777 /3 = 1. We select a lognormal distribution
since this is frequently17-36:67 used to approximate the scaling-
state distribution of three-dimensional coarsening systems with
¢ = 0, although as an initial condition the choice is fairly arbi-
trary. See Section 4.2 for a discussion of the above choice of op,
along with the other initial distributions we use.

Next, the main loop is entered, each pass through which
evolves the foam by a single time step At (to be defined below).
At the beginning of each step, the critical radius r. is calculated
numerically by solving (dv/dt) = 0; i.e. by imposing that the total
volume of gas is conserved. 26

Once r. is obtained, the growth rate dr/dt or dv/dt of each
bubble is known from eqn (12). The root-mean-square volumet-
ric growth rate /((dv/d7)2) is used to set the time step Az, which
we define such that m = 10 steps (this parameter has been varied
to check convergence; see Appendix B) would be required for a
hypothetical bubble initially with the mean volume (v) to shrink
to zero size if its growth rate were fixed at the current value of
—+/{(dv/dt)?). We use this adaptive definition of At for numer-
ical efficiency, noting that the rate of coarsening (measured by
drc/dt for example) is expected to slow with time in a real foam
(since re ~ 7% for o < 1 in the scaling state;%18 in our model,
o = 1/2 by Section 3).

Statistics of the foam, including the mean bubble radius (r)
and polydispersity®® 22, are then calculated and output. Every
300 time steps, we store the bubble radius distribution as a his-
togram in r/rc, with 100 equal bins between r =0 and r/r. = 2.5,
which we find sufficient to characterise the distribution (indeed,
we undersample the histogram in Section 4.2).

A single Euler step©® is then applied to evolve the bubble vol-
umes; i.e. v;(T+ A7) = vi(7) + (dv;/dt)At. More efficient algo-
rithms might allow fewer (larger) time steps to be used without
increasing error in the bubble radii. However, the execution time
of a simulation is fairly short (requiring about 4 hours on the PC
described above). Furthermore, we believe that the main inaccu-
racy induced by the finite time steps is due to the size threshold
for small bubbles, which we now discuss.

We recall that small bubbles shrink and eventually vanish due
to coarsening. ® In the simulations, we define a minimum bubble
volume allowed following the above Euler step, below which a
bubble is deleted. In order to avoid bubbles of negative volume,
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we delete a bubble if its volume v is small enough that the bubble
would vanish after two further time steps At at its present growth
rate dv/dt (both At and dv/dt are fixed at their values calculated
prior to the Euler step). The choice of two steps is arbitrary, but is
intended to allow for the variation of At in future steps (recalling
that this is chosen adaptively). The total volume of all the deleted
bubbles is reassigned to the bubbles that remain by multiplying
their volumes by a constant factor such that the total remains
unity. ©%° The minimum bubble volume affects the bubble-size
distribution at small radii, as discussed in Appendix B.

This completes the time step, following which the next pass
of the main loop is performed. We continue until fewer than
10% bubbles remain, at which point the simulation is halted since
we expect smaller systems to exhibit excessive statistical fluctua-
tions 1© (see Figs. 9 and 10 below).

4.2 Simulation results

Using the methods#! described in Section 4.1, we perform coars-
ening simulations to first verify that the distribution (27) is repro-
ducible at a variety of liquid fractions ¢ for a given initial bubble-
size distribution. We then vary the initial distribution to provide
evidence that the derived scaling state is universal, as it is ex-
pected to be in a real foam.?2 Finally, we compare the evolution
of other foam properties (such as the critical radius R.) with the-
ory. In Appendix B, we describe exceptions to the universality of
the scaling state, 2?*2 and discuss convergence of our simulations
with respect to the time-step size.

We emphasise that the simulations use the same growth
law (10) as analysed in Section 3. Hence, the growth law itself
and the modelling assumptions are untested by the simulation re-
sults. Rather, our aim here is to show that the derived scaling
state is approached at late times over a range of ¢ and from a va-
riety of initial conditions (which is not proven by the derivation).

In Fig. 6, we plot bubble-size histograms from our simulations
for ¢ € {1%,10%,35%}. The initial bubble sizes are taken from a
narrow lognormal distribution with standard deviation g = 1/10
with respect to the relative radius R/(R). Data from five simula-
tions is aggregated in each case (with distinct samples from the
same initial distribution), and we plot histograms when about 10
bubbles remain and when about 103 bubbles remain (i.e. at the
end of the simulations). We observe from Fig. 6 that agreement
with eqn (27) is good at each liquid fraction (whereas the initial
distribution is dissimilar from the predicted scaling state), and the
nonzero value of p(R = 0) is reproduced to a fair approximation.

Therefore, the derived scaling state is approached from one ini-
tial condition for a range of liquid fractions. In Fig. 7, we vary the
initial bubble-size distribution (defined in the caption) to show
that the theoretical prediction is approached from a variety of ini-
tial conditions (similar plots are given by Li et al. 2° for a differ-
ent growth law). Comparison should be made with Fig. 6(b). We
note that the speed with which the system approaches the scaling
state (judged by eye using the deviation from theory at the end
of the simulations) varies with the initial distribution, and we see
that wider distributions tend to result in a longer transient, as
observed in other coarsening simulations with different growth
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Fig. 6 Simulated bubble-size histograms for (a) ¢ = 1%, (b) ¢ = 10%,
and (c) ¢ =35%. The mean over five simulation runs is shown, and error
bars give the sample standard deviation (where larger than the marker)
over the five runs. The distributions are plotted when roughly N = 10°
bubbles remain (with 20 bins), and when the runs halt (with 10 bins).
The corresponding number 7, of completed time steps is given. The final
N value is not exactly 10> because multiple bubbles can disappear in one
time step. The uncertainties in the legend are due to differences between
the five runs. Comparison is made to the predicted scaling state (27), and
to that for the dry limit, the Lemlich-Markworth distribution (29).12:36.46
The initial distribution (stated in the text) is also shown (not normalised,
for clarity), as is the value of R./R3; for each histogram, alongside the
theoretical prediction obtained as in figure 4.
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laws (though exceptions have previously been observed for ex-
tremely narrow initial distributions).2%#! This is the reason we
select a narrow initial distribution in Section 4.1 (lognormal with
standard deviation og = 1/10) for use in most of our simulations.

1.2 4 Initial distribution (scaled)
Predicted scaling state
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Fig. 7 Simulated bubble-size histograms for ¢ = 10%. These plots differ
from Fig. 6(b) only in the initial bubble-size distributions (which are
again shown unnormalised for clarity). In (a), the initial distribution is
lognormal with standard deviation 6g =1/5 in R/(R). The distribution is
lognormal with og = 1/100 in (b), and is exponential in (c).

Having shown that the scaling-state distribution (27) is ap-
proached from a variety of initial conditions, we now plot the
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time-dependence of a few foam statistics as a further test of the
derivation in Section 3 (again, we emphasise that this is not a test
of the modelling assumptions). We start with the evolution of crit-
ical radius r for a variety of liquid fractions, in Fig. 8.818:21 Good
agreement is observed with the scaling-state prediction x.7'/? af-
ter a transient of the expected qualitative form;3>69 where x. is
given by eqn (24). The offset of the curves corresponds to the
decrease in coarsening rate with liquid fraction (c.f. Fig. 2 of Pas-
quet et al. 18). The relative difference of r. from x.7!/2 is plotted
in Fig. 9 for various initial conditions at ¢ = 10% to reinforce this
agreement. All plotted runs exhibit a relative difference of below
0.1 at their termination. Consistent with Fig. 7, narrower initial
distributions tend to approach the theoretical scaling state more
closely by the end of the simulations;2%*! i.e. they typically ex-
hibit a smaller deviation between r. and x.t!/2. The two cusps
in the curves for the narrowest initial condition correspond to
changes in the sign of r. — x.t'/2: very narrow initial conditions
can cause r. to undershoot its scaling-state prediction, consistent
with the theory of Chieco and Durian.3°

1071
—— Simulations
..... Fo = er!/?
£ o=10% ¢ =35%
£ 1072 4
103 T T T T

1077 107° 1073 107! 10

Fig. 8 Dimensionless critical radius rc versus dimensionless time 7, on
logarithmic scales, from simulations at different liquid fractions ¢. Com-
parison is made to the scaling-state derivation of Section 3, where xc is
from eqn (24), as a test of the derivation itself (not of the modelling
assumptions). The initial bubble-size distributions are lognormal with
og = 1/10, as in Fig. 6. The simulation curves start after ten time steps,
to ensure they are sufficiently resolved.

Finally, Fig. 10 compares the polydispersity*> 7 (see Sec-
tion 3) with its predicted scaling-state value for several liquid
fractions. The critical radius r. is used as the independent vari-
able here, to avoid an offset between the curves. We see that the
simulations tend towards the theoretical predictions, which are
obtained via numerical integration of eqn (27). The approach to
these scaling-state values depends on the initial conditions (data
not shown).

In Figs. 9 and 10, we have plotted five simulation runs per
liquid fraction (differing in the initial bubble-size samples), since
this conveniently indicates, by the degree to which the curves
‘fray,’ the importance of statistical fluctuations at a given time.

The results of this section show that the scaling state derived
in Section 3 is approached from a range of initial conditions (not-
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Fig. 9 Relative difference between the simulated critical radius rc and the
scaling-state prediction x.7!/2, versus time. Eqn (24) gives xc, and the
liquid fraction is ¢ = 10%. Runs are plotted for lognormal initial bubble-
size distributions with various standard deviations oy; five independent
runs are plotted per value of og, which overlap until late times. The
curves start after ten time steps, as in Fig. 8.

ing the exceptions 294243 discussed in Appendix B) in simulations
which apply the mean-field growth law (10) directly. This vali-
dates the derivation of Section 3 and indicates that the derived
scaling state is stable.

5 Discussion

The scaling-state bubble-size distribution (27) derived from the
mean-field growth law (10) is qualitatively different for ¢ > 0
from the distribution (29) predicted by Lemlich’s law. The distri-
bution p(R) described by eqn (27) is nonzero at R =0 for ¢ > 0,
whereas p(0) = 0 for eqn (29). To show this directly, we use the
following result (which we have expressed in terms of R): the

relative rate at which bubbles disappear is 13-65
1 dN dR
N~ Am g PR (1)

Since dN/dt < 0 during coarsening, and dR/dt takes a finite neg-
ative value at R = 0 for IT1 > 0 (and ¢ > 0) by eqn (10), we must
have p(0) > 0 for our growth law. For Lemlich’s law (1), dR/dt
diverges as R — 0, and so p(0) = 0. The film area vanishes in this
limit for ¢ > 0 by eqn (9), thus suppressing the singularity in our
model due to the assumption of border blocking.

Simulations2! and experiments22-23 have found a large popu-
lation of small bubbles in coarsening wet foams, in 2D and 3D
respectively. However, the forms of the observed bubble-size dis-
tributions (which are similar to each other) differ from eqn (27):
they have large peaks at small bubble radius, which decrease in
height as ¢ increases,21723:54.71 whereas the value of the distri-
bution at R = 0 increases with ¢ in our prediction (see Fig. 5).
The differing form of our distribution also means that our pre-
dicted polydispersities & (see Figs. 4 and 10) differ from those

 The preprint>* of Khakalo et al. 2! contains further plots of the simulated scaling-

state distributions in the border-blocking case we consider.
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Fig. 10 Polydispersity*®> & versus dimensionless critical radius, for var-
ious liquid fractions ¢. As in Figs. 6 and 8, the initial bubble-size distri-
bution is lognormal with g = 1/10. Five runs per ¢ are plotted, and the
curves start after ten time steps. Comparison is made with the prediction
of & in the scaling state for each plotted ¢, which is obtained from the
definition & = R3,/(R?)'/3 —1 and the scaling-state distribution (27) by
numerical integration.

observed in experiments (see the supplementary material of Gal-
vani et al. 22): the large peak and long tail in their distributions at
moderate ¢ result in a larger &2 than we find, while the reduction
in the size of the peak with increasing ¢ causes & to decrease, 22
whereas we find it to increase.

The experiments 22 are not wholly comparable with our model,
since inter-bubble adhesion is believed to have been present in the
former. 18 However, such adhesion should increase the shrinkage
rate of small bubbles due to the increased contact between bub-
bles, 2279 and thus act to reduce the population of small bubbles.
Also, we recall that our model neglects gas flow through the bulk
liquid, and so we can only compare directly with the simulations
reported by Khakalo et al. 21 which also omit this contribution. >*

Both Khakalo et al. 2! and Galvani et al. 2 attribute the peaks
in their distributions to the presence of rattlers, i.e. bubbles that
are not compressed by their neighbours (though they may be ad-
hered to them in the presence of a contact angle22). In the ab-
sence of adhesion, these bubbles lose contact with their neigh-
bours, their films thus shrinking to zero size before their ra-
dius has done so (resulting in a border-blocking growth rate of
zero). 2189 Our mean-field model does not predict rattlers of fi-
nite size, since A/S > 0 for all R > 0 by eqn (9). However, rat-
tlers might be present in the finite-element simulation results 26:40
shown in Figs. 1(b) and 2(b), as small bubbles with (almost) zero
growth rate.

We now consider the possible roles of rattlers in a mean-field
coarsening model. One possibility, suggested in 2D by the binned
mean of Fig. 1(b), is that very small bubbles have nonzero growth
rates, described by eqn (10) or another growth law, when the
scatter at fixed R is averaged. In other words, there are no rat-
tlers of finite size in an averaged description, and all rattlers that
exist in a real foam are a result of scatter away from the average
(such scatter is apparent in Figs. 1 and 2) — differing bubble en-
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vironments mean that some small bubbles become rattlers, and
cease to engage in coarsening (at least for a time?2!), leading to
an accumulation of rattlers and hence peaked distributions simi-
lar to those observed by Khakalo et al. 2! and Galvani et al. 22 It
seems unlikely that such distributions could be captured by any
mean-field model in this case.

Another possibility is that the averaged growth rate does reach
zero at a finite bubble size; i.e. rattlers exist in the mean field.
Fig. 2 suggests this in 3D, although possibly as an artefact of our
aggregation of data from several small foams (see Section 2). A
stronger argument comes from inspecting Fig. 1(a) closely: ex-
trapolating the trend of the smallest cluster of bubbles (those with
three neighbours?) suggests that the growth rate reaches zero for
R >01n 2D (indeed, this is predicted by the theory of Roth et al. ?
and Schimming and Durian?’). Galvani et al. 22 argue for such
a cutoff radius in 3D (below which bubbles are rattlers) based
on the size of a Plateau-border junction, and their experimental
results support this. However, rattlers would cease to evolve in
the absence of adhesion or bulk gas transfer, and so no bubbles
would vanish as a result of coarsening. Thus, a conventional scal-
ing state would be precluded for such a border-blocking model
without bubble adhesion. This does not contradict the experi-
mental results of Galvani et al.,2% due to the likely presence of
adhesion (and bulk gas transfer).**

The second possibility, that the averaged bubble growth rate
reaches zero at finite radius, appears more likely to us. However,
the simulations of Khakalo et al. 2! (particularly the results in-
cluded in their preprint®%) suggest that there is a conventional
scaling state when adhesion and bulk gas transfer are omitted,
and hence that there is no cutoff size below which all bubbles
are rattlers. Recalling Fig. 1(a), it is conceivable that the growth-
rate distribution shown varies with polydispersity — perhaps, as
rattlers accumulate, the cutoff size decreases, thus ensuring their
eventual disappearance. It may be fruitful to explore the relation
between coarsening wet foams and the highly bidisperse soft disk
systems studied by Petit and Sperl,”! who find a second jamming
transition at ¢ < ¢, for the small disks.

It would be very useful for the development of mean-field mod-
els of coarsening to distinguish between these (and any other)
possibilities, perhaps through further bubble-scale simulations.
Three-dimensional finite-element simulations*%>> of larger and
more polydisperse foams (hence containing more small bubbles)
could be performed, although improvement to our current nu-
merics would be needed to make larger systems feasible for us.
Two-dimensional finite-element simulations26:4%:72 of more poly-
disperse foams may also be useful, as might simulations tracking
the evolution under coarsening of small bubbles. For comparabil-
ity, all these simulations should be without bubble adhesion.

+ We note that the observed peaked distributions 21?2 can be reproduced qualitatively

with the simulations described in Section 4.1 (at least during the coarsening tran-
sient), if R in the numerator of eqn (9) is replaced by max{O,R —c} (for a small con-
stant ¢), and a small multiple of the LSW law (2) is added to the resulting growth
law (to roughly approximate bulk gas transfer;?! c.f. also ref. 37). However, these
adjustments are clearly ad hoc, and physical arguments are needed to fix their pa-
rameters.
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Bubble-model21:30:69.73 simulations in 2D or 3D would seem to
be a promising approach, due to the feasibility of simulating large
wet foams. It would be interesting to see whether scaling-state
bubble-size distributions with rattlers omitted are similar to our
prediction (27). Further wet-foam coarsening experiments, such
as those described by Galvani et al. , 22 in which individual bubbles
can be tracked, may also be helpful in clarifying the dynamics of
rattlers.

6 Conclusion

In the present work, we derived 11:2° the scaling-state bubble-size

distribution (27) predicted by our proposed mean-field border-
blocking growth law (10), for foams with zero contact angle and
liquid fraction ¢ < ¢.. Eqn (10) was validated against averaged
data from bubble-scale simulations?®4° for ¢ = 10% and 30%,
and its 2D equivalent (7) was validated for ¢ =2% and 10%. We
showed that the scaling-state growth exponent is a = 1/2 at all
¢ < ¢, as expected since the model incorporates only gas transfer
through contact films between bubbles. 18 Using mean-field sim-
ulations (with methods adapted from De Smet et al. 41y in which
bubbles evolve according to the proposed growth law (10), we
also checked that the derived scaling state is approached from
various initial conditions (we discuss some apparent exceptions
in Appendix B, which are judged to be artefacts of the mean-field
approach 29:42:43)

We then compared our predicted bubble-size distribution (27)
with prior experimental results®%23 and simulations using the
bubble model.%! While, consistently with these, eqn (27) repro-
duces a large population of small bubbles for ¢ > 0, it exhibits
qualitative differences from the previous observations, in which
there is a large peak in the distribution at small bubble radii.21-23
This peak has previously been attributed to rattlers21:22 — small
bubbles not pressed into contact with their neighbours — whereas
our model does not incorporate rattlers of finite size. The addition
of rattlers would be an important refinement, which could be de-
veloped using the results of future bubble-scale simulations as dis-
cussed in Section 5. Nevertheless, we suggest that our predicted
distribution (27) serves as an initial approximation incorporating
variation with ¢ (noting that any refinements to our model would
likely preclude an analytical derivation), which should allow the
qualitative influence of additional effects such as gas transfer
through bulk liquid7-1%24 or finite contact angle 1832 to be stud-
ied by adding approximations for these to the growth law (10).
The numerical methods“! of Section 4.1 can be straightforwardly
adapted to use other growth laws. A model for bulk gas trans-
fer may also allow estimation of the liquid fraction above which
the border-blocking assumption is a poor approximation, though
this will vary with7-18:24 1/ (R). Furthermore, it may be fruitful to
study whether the tail of the bubble-size distribution is sensitive
to the form of the growth law at small radii. 4?

A version of eqn (10) augmented with an approximation for
bulk-liquid gas transfer”-24 could be used to predict the varia-
tion of growth exponent a with ¢, by adapting the approach of
White.28 This may provide a prediction without fitting parame-
ters, thus developing the existing model of Durian.%*
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Data availability

The data and simulation code described in this work (includ-
ing the 3D finite-element simulations*°) are available from the
Aberystwyth University Research Portal (https://doi.org/10.
20391/59c8e4a2-08ce-40ce-b3e7-0b7befdcd3f4).

Appendix A

In this appendix, we provide derivations which form part of
the arguments leading to the proposed 3D mean-field growth
law (10), along with the first few moments of the scaling-state
bubble size distribution (27) that this growth law predicts in turn.

Derivation of bubble pressure and film area approximations

The following comprises derivations of eqns (8) and (9). The ar-
guments are very similar to those in 2D, 26 and are given in more
detail by ref. 40. We recall that eqns (8) and (9) generalise results
of Hohler et al. 39 to individual bubbles in polydisperse foams (al-
though we make additional approximations); our derivations use
similar methods to Héhler et al. 37

We start with eqn (8), which approximates the pressure p of a
bubble (measured relative to the liquid pressure). Let the bubble
have effective radius R, and liquid-gas interface X with unit nor-
mal n, and let §;; denote the Kronecker delta. Volume-averaging
the stress tensor T over the single bubble (including its gas and
liquid-gas interface, but no liquid) gives3%747>

_ 3y

ey (32)

72(5,']' —ninj)dS — pbjj.
Let p = —(Tr7)/3 be a bubble-wise analogue of the osmotic pres-
sure.3%76 Eqn (32) then gives, after approximating the bubble’s
surface area S by 47wR2,4°

PR+ —. (33)

R

As a first approximation, let us assume that j is equal for all
bubbles (i.e. the environment of every bubble is similar; some
evidence supporting this in emulsions is given by Fig. 2(d) of
Jorjadze et al. 7). Substituting eqn (33) into the relation3%77
I =p/(1 — ¢) + 2y/R3; between the foam’s capillary and os-
motic pressures then gives p ~ Ilp/(1 — ¢). By substituting this
into eqn (33) we obtain eqn (8), which was validated against the
finite-element simulations of Fig. 2 in ref. 40.

We now derive eqn (9), for the ratio of a bubble’s film area A
to its total surface area S (i.e. the proportion of its interface in
contact with other bubbles). Let us retain the above notation,
and define f as the force per unit area applied to ¥ at point r
by the bubble’s contacting neighbours (we set the liquid pressure
to zero without loss of generality). We start the derivation from
an alternative expression of the bubble’s volume-averaged stress
tensor: 78

3
z é(f,rj + fir)dS. 34

V= 8aR3

On parts of ¥ adjoining contact films, we have f = —IIpn, where
ITp is the film’s disjoining pressure.? Approximating the pressure
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of each neighbouring bubble by the capillary pressure I1. gives’®
IIp = (p+T1.)/2. Herein, we substitute eqn (8) for p and3° I, =
Io/(1—¢)+2y/R3. On parts of X not adjoining films, f =0.
Next, we substitute these results for f into eqn (34), and as-
sume that the bubble geometry does not differ too much from a
sphere, so that r ~ Rn. Approximating 47R? ~ S, we obtain
~AY

p~77(1+(1+ﬁ)1é),

SR (35)

using the above definition p = —(Tr%)/3, and R = R/R3, and
I1=TIo(R3,/7)/(1 — ¢) from section 2 (prior to the redefinition of
R and I1 discussed at the end of that section). Again approximat-
ing p~TIlp/(1 — ¢) for all bubbles in the foam, and rearranging
eqn (35), gives eqn (9). Like eqn (8), this result was validated in
ref. 40 using finite-element simulations.

Normalisation and moments of bubble size distribution

We now provide the normalisation constant C of the bubble size
distribution p(R) derived in Section 3 (and given by eqn 27),
along with this distribution’s first few moments (R/) for j =1,2,3.
Expressions for these can be obtained directly by evaluating the
definition (R/) = [;°R/p(R)dR with the substitution s = 3[Ry +
1/(14+11)]/(Ry — R). The constant C is obtained by imposing nor-
malisation; i.e. (R%) = 1. Let a = s(R = 0) = 3[1 + (1/Ry) /(1 +1T)].
Then

. . Ry N 2R?
C=3Rje", (R)=—(a+l), (R)="F  (36)
. 3R‘3 0 ,—U
<R3> = —20 (1 —a+azea/ ﬂ) 37)
a a u

We see that (R/) can be evaluated analytically for j = 0,1,2,
whereas the third and higher-order moments are expressible only
in terms of the exponential integral, and thus must be calculated
numerically. We note that ¢, and hence the moments, may be
expressed wholly in terms of IT via eqn (28).

Appendix B

Here we discuss convergence of our mean-field simulations (see
Section 4) with respect to time-step size At, along with additional
apparent scaling states which arise from pathological initial con-
ditions.

Simulation convergence

We recall the definition of At from Section 4.1: A7 is such that
m steps of this size would be needed for a hypothetical bubble
initially with the mean volume to vanish if its shrinkage rate
were fixed at the current root-mean-square growth rate. We set
m = 103 in Section 4.1. Fig. 11 shows the effect on the bubble-
size histograms of increasing m by a factor of 10 (i.e. decreasing
At by the same factor), from which we see little change in all
bins except that for smallest radius R (the plot is for liquid frac-
tion ¢ = 35% since large ¢ corresponds to the largest population
of small bubbles by Fig. 5). To interpret this latter variation, we
recall from Section 4.1 that At determines the size below which
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bubbles are deleted (and their gas redistributed): the minimum
volume v is that for which the bubble would vanish at its present
shrinkage rate after a time of exactly 2At. Hence, the size thresh-
old increases with At — if the time step is larger, bubbles will be
deleted earlier in their shrinkage process, and so fewer bubbles
will be present in the bin of smallest radius, in agreement with
Fig. 11. This also lowers the polydispersity of the distribution
slightly (not shown). Excepting this minor effect on the smallest
bin of the histogram, we judge our simulations to be converged
with respect to At. Another method for deleting small bubbles
(by waiting until their volume drops below zero, for example)
might reduce the effect on the smallest bin.

1.0

= Predicted scaling state
B 5=10° (r, = 7200, N = 127500 + 300)
s =10* (T = 74760 £ 60, N = 102100 % 400)

0.8 1

0.6 1

p(R/R.)

0.4 1

0.2 b \
00 \\vuyuuu

0.0 0.5 1.0 15 2.0 25
R/R,

Fig. 11 Bubble-size histogram when approximately 10° bubbles remain
in simulations of the type described in Section 4. The liquid fraction is
35%, and results are given for two values of the parameter m defining
the time step AT (see Section 4.1). Larger m corresponds to smaller At.
As in Fig. 6, the two histograms give the average over five distinct runs
(the sample standard deviations are smaller than the markers). The initial
bubble-size distribution was lognormal with 6g =1/10 in both cases. The
predicted scaling-state distribution (27) is shown for comparison.

Additional apparent scaling states

We now discuss some apparent exceptions we observe to the
universality of the scaling state derived in Section 3, which are
interpreted to result from pathological initial conditions. 29-42:43
For a triangular initial bubble-size distribution, which is not con-
tinuously differentiable, we see from figure 12 that the system
appears to approach a different scaling-state distribution. Like
Brown, 2 who studied the LSW law (2), we also find, in our sim-
ulations, that a discontinuous initial bubble size distribution (we
used a uniform distribution) gives an apparent scaling state which
likewise has a discontinuity (not shown). Brown 42 argued that
the scaling state of the LSW law is not unique, and derived a fam-
ily of scaling-state distributions. It is now believed %43 that, with
the exception of the previously known scaling state of the LSW
law, !! the family found by Brown*? consists of unstable scaling
states. Indeed, when tu is plotted against R (see Section 3; plots
not shown) for the apparent scaling state of Fig. 12, two zeros are
observed, with the apparent cutoff Ry near the smaller of these.
Thus, this scaling state should be unstable to perturbation by the
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arguments of Section 3.2>%3 It appears that mean-field simula-
tions of the type we use*1#2 do not supply sufficient perturba-
tions to the distribution during coarsening for the system to exit
the spurious scaling state, at least over the timescale of our simu-
lations. 2943 Mean-field laws specify an equal growth rate for all
bubbles of equal R, whereas real foams exhibit a large amount of
scatter in the growth rates>%80 (see our Figs. 1 and 2 for simula-
tions thereof).

1.2 4 m— e
= Predicted scaling state
Markworth (1985)

Tn = 6600, N = 110470 + 130
Tn = 11612 4+ 8, N =~ 1000

Initial distribution (scaled)

a oo o
T

2.0 2.5

R/R,

Fig. 12 Bubble-size histograms for simulations with ¢ = 10% and an
initially triangular radius distribution. The latter is symmetric and has
og = 1/10. The data is presented in the same format as for Fig. 6.

We therefore neglect these apparent exceptions to the univer-
sality of the scaling state as artefacts of the mean-field growth
law (10) which would not arise in a real foam. Modelling ap-
proaches which add a diffusion term to the continuity equa-
tion (13) may lack these artefacts, 6181
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