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Abstract: Creating diagnostic information for complex technical systems has become a very
costly and challenging process. Separation of the process of creating diagnostics from the
processes of design and of reliability analysis (as is the default in many companies) means
that reliability analysis work is often ignored or repeated by engineers creating diagnostics.
The current paper explains the basic concepts behind the creation of diagnostic systems, and
considers the extent to which reliability analysis results can be used to make the production
of diagnostics more efficient. In particular, it considers how the automated production of
reliability analyses can be fed into the process of creating diagnostic systems.
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1 INTRODUCTION

Human-designed systems are becoming ever more
complex. As that happens, the issues of ensuring
the safety of such systems, and troubleshooting fail-
ures of the systems, are becoming more important.
The two issues are interlinked, as much of the work
involved in performing safety analysis is reusable in
the production of diagnostics and prognostics. The
current paper uses the creation of automotive diag-
nostics as an example domain to illustrate both the
concepts and the issues in using design information
and the results of safety analysis for the production
of diagnostics.

The lessons drawn out from the automotive
domain are applicable to diagnosis of other human-
designed physical systems, although not to naturally
occurring systems such as the human body or the
ecology of a planet. The reasons for this limitation
are that design information and the mechanisms at
work in the domain are available for the human-
designed systems in a way that they are not for the
naturally occurring systems.

2 CONCEPTS OF DIAGNOSTIC
TROUBLESHOOTING

2.1 Basic primitives

1. Line replaceable unit (LRU). This is the lowest level
component of a complex system that would be
replaced when the system is deployed. It may itself
be a complex subsystem, and may be taken back
to a laboratory situation to be refurbished, but in
the field, diagnosis does not go beyond replacing
the LRU.

2. Fault. This is a problem with an LRU that may
cause a higher-level system to misbehave. An
LRU may have several potential faults that would
cause different system misbehaviour. For exam-
ple, an electrical relay might short out or stick
open (with the consequence that a device would
not be powered when it should be), or might stick
closed (with the consequence that a device would
be powered when it should not be).

3. Failure. For a complex system, a failure mis-
behaves at the system level as a result of a fault
on one or more LRUs. For example, given the
example fault of a shorted relay mentioned above,
the failure might be that a flap on an aircraft fails
to respond to the controls.
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2.2 Stages of diagnosis

The whole of the diagnostic troubleshooting process
can be described as made up of five tasks.

1. Problem identification.
2. Fault localization.
3. Fault identification.
4. Fault diagnosis.
5. Repair.

These tasks can be illustrated by considering an
example of what they involve in the context of an
automotive diagnostic system.

1. Problem identification. For a garage-based diag-
nostic system, problem identification is usually
performed by the car driver (perhaps the driver
brings the car to the garage complaining that the
battery is flat every morning), or by some other
system such as an on-board monitoring system
(a warning light is illuminated indicating that the
battery is not charging).

2. Fault localization. Given that the problem is with
the battery charging/discharging system, then the
fault can be restricted to the following causes:

(a) problem with the battery charging system;
(b) something causing a continual drain on the

battery;
(c) problem with the battery.

3. Fault identification. The three possible types of
fault can be distinguished by applying a few sim-
ple tests to see whether the battery is charging
and to see whether the battery holds charge.

4. Fault diagnosis. If the fault is in the battery char-
ging system, then it can only have been caused
by the run of wiring through the alternator to the
battery. Probing with a voltage tester should allow
identification of point of failure.

5. Repair. The repair process is fairly trivial in this
case, either component replacement or repair of
a faulty connection. In other cases, it may involve a
more complex adjustment such as tuning the car.

Diagnostic systems for different types of complex
system emphasize the five tasks to different deg-
rees. For example, an on-board system for detecting
problems with a helicopter engine would have a
strong emphasis on the monitoring task. For that
domain, detecting faults as they develop is impor-
tant, whereas detecting the LRU responsible for
causing the problem is not. On the other hand, a
diagnostic system for a chemical processing plant
is likely to be based around a monitoring system
put into place for other purposes, and will have a
strong emphasis on fault localization because the
plant might consist of several miles of pipework,
and this emphasis will significantly reduce the

need for engineers to walk around the plant
performing tests to achieve fault identification and
fault diagnosis.

A related area is that of observability or testability
or diagnosability. The value of all variables or the
state of all components will not be easily available
when monitoring or performing fault localization
or fault diagnosis, and it is important for trouble-
shooting that it is possible to distinguish between
problems that need different steps to solve them.

The issues of noise, uncertain data, and intermittent
failures are also important for diagnosis, but will not
be dealt with further in the present paper, as reliability
information is of little help in addressing these issues.

2.3 Types of diagnostic system

Manufacturers of complex systems generate several
different kinds of diagnostic software to support the
deployment and operation of their systems.

1. Off-line diagnostics. This type of software origin-
ated in the operations manual of an organization,
where there might be a table of possible failures,
and for each failure would be listed the tests to
be carried out, and the repair actions should a spe-
cific test identify the fault. This type of software is
often implemented as some kind of rule-based or
case-based system. Price [1] discusses when each
of these choices are appropriate. He assumes that
a problem (a failure or potential failure) has been
detected through monitoring, and it is necessary
to identify the fault(s) causing the problem.

2. Monitoring systems. Modern complex systems
include many microprocessors, and so it is possi-
ble to monitor values as the system operates, and
detect either values that are out of their operat-
ing range (e.g. engine temperature is too hot), or
inconsistencies between values (e.g. a tank’s level
is decreasing although more liquid is detected
flowing into the tank than out of the tank). There
is a more indirect level of monitoring, where by-
products of the functionality of a complex system
are monitored in order to detect problems. For
example, vibration monitoring on engines uses
the existence of an unwanted effect to detect pro-
blems. There is much valuable research in the
fault detection and diagnosis (FDD) community
into indirect monitoring (e.g. reference [2]), but it
will not be dealt with further in the current paper.
The focus in this paper is on integration of design
and safety analysis information into diagnostics
and, for FDD systems, this integration comes after
the monitoring has been carried out, not in order
to accomplish it.

3. Prognostics. These are a logical extension of mon-
itoring systems. For many complex systems, it
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would be advantageous to detect a failure before
it becomes catastrophic. A hot steel mill might
jam because of a fault on one of the solenoid
valves controlling the pressure on the mill. If a
degradation in the performance of the valve can
be detected, then it can be replaced before fail-
ure, avoiding shutting down the mill for several
hours while the jammed steel is cut from the
mill. For rotating machinery, FDD is often the
most effective solution for prognostics, but there
are other domains, such as the steel mill example,
where design information can be used to direct
the creation of prognostics.

4. On-board diagnostics. When a monitoring system
detects a failure or predicts an incipient failure, it
is possible to use further sensor information either
to perform some kind of fault identification, or to
store relevant information for later use in off-line
diagnosis. On-board fault identification can be
very important in safety-critical situations, in order
to categorize the effects of a specific fault. For
example, a problem on a vehicle might, depending
on the type of fault, be such that the vehicle can
‘limp home’ safely, or might demand immediate
cessation of operation.

3 TYPICAL SCENARIO FROM THE
AUTOMOTIVE INDUSTRY

This section uses the automotive industry as an
example domain to show the issues involved in build-
ing diagnostic software today. A very similar set of
issues could be generated for the aeronautic industry
or the process control industry.

3.1 Development process for present
vehicle diagnostics

Most automotive manufacturers now produce several
kinds of diagnostics. They generate on-board diagnos-
tics for vehicle subsystems that are connected to an
electronic control unit (ECU). The on-board diagnos-
tics alert the driver to problems, and tell the driver
when it is necessary to take the car for maintenance.
They also localize the diagnostic problem and record
diagnostic trouble codes (DTCs), indicating their loca-
lization conclusions. They produce service bay diag-
nostic systems. These can download DTCs from the
diagnostic ECU on the vehicle, and use that informa-
tion to perform fault identification and diagnosis
from the DTC.

For electrical failures that are not covered by
DTCs, and for many non-electrical systems, a pro-
cedure for localizing failures and pinpointing their
cause is provided, either as part of the service bay
diagnostic system, or as a physical manual.

The process of producing these diagnostics is very
intensive in engineer time. It involves:

(a) decomposing the whole vehicle into manageable
systems or subsystems;

(b) identifying LRUs in each system;
(c) exploring the consequences of each possible

fault or combination of faults that could occur
on an LRU;

(d) sorting the candidate faults by failure (so that
when a specific failure is identified, all pos-
sible faults that could cause that failure can be
identified);

(e) ordering the candidate faults for each failure so
that diagnostic investigation will be executed
efficiently;

(f) deciding and implementing a monitoring strategy
for consequences in order to identify failures, and
also to perform prognostics if possible;

(g) generating software to run in the service bay
and to run on-board the vehicle.

When the candidate faults have all been identified,
the correctness of their predicted failure effects are
often verified by manually imposing each possible
candidate fault on the physical LRU (e.g. breaking
wires, shorting components to ground) and checking
that the predictions are correct.

3.2 Business challenges for the diagnostic
development process

The production of vehicle diagnostics in this manner
is a growing challenge for automotive manufacturers
for several reasons.

1. The complexity of vehicle systems is increasing.
There has been a continuing trend over several
decades towards greater complexity in vehicle
electrical systems, because of greater numbers of
features, because of the use of ECUs, and because
of the pressures for greater vehicle efficiency
and reduced emissions. That trend has greatly
increased the complexity of the vehicle, and con-
sequently of the associated diagnostics.

2. Variants of vehicles demand different diagnostics.
On many vehicles, some features such as passen-
ger air bags are optional. Other features, such as
daytime running lights, are only mandatory in cer-
tain countries. Different variants of a vehicle may
exhibit different failure behaviour for the same
root fault, and demand different diagnostics. Pro-
ducing different diagnostics for different variants
can mean a great deal of extra work.

3. Optimization of designs. After a new vehicle design
is produced, the design may change for several
reasons. A generic problem with the design may
have been found and fixed for future releases of
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the vehicle, or sets of components in the design
may be replaced with more economic compon-
ents in order to reduce the cost of the vehicle.
If the diagnostics have already been produced
(which they should have), then under the present
development process the diagnostics are unlikely
to be modified to take account of such changes.

4. Business organization. The way in which the
industry is structured often causes problems for
the diagnostics work. The production of diagnos-
tics is heavily software-based, and is usually done
by a separate division from the product design
group, or is even outsourced to another company.
This increases the difficulty of producing good
diagnostics, as much of the system understanding
generated during design is unavailable for the
team producing diagnostics.

The current paper addresses how design and diag-
nostic work can be structured to maximize the shar-
ing of design and safety analysis information with
the team constructing diagnostics, and how auto-
mated safety analysis work can help to address the
other issues.

3.3 Technical challenges for the diagnostic
development process

As systems become more complex, there are also
technical challenges that gain greater significance.

1. Single-fault assumption. A common, although
sometimes implicit, assumption of much diagnos-
tic software is that a failure will be attributable to a
single fault with the system. This assumption
makes it much easier to generate the necessary
diagnostics: the number of cases to cover is lin-
early related to the number of components in the
system. If a diagnostic system is to cover failures
caused by any combination of faults, then the
number of possibilities grows exponentially as
the complexity of the system grows. However, for
complex systems, some of the most significant
failures can occur because of multiple faults, and
it is important that such failures are detected and
dealt with.

2. Tolerances. For complex systems, a failure is not
necessarily the result of a catastrophic fault on a
component. It can be caused by a component gra-
dually changing its tolerances, perhaps because of
wear or rust. Worse, it could be because two inter-
acting components change tolerances, where just
one of them changing tolerance would not have
caused the failure. ‘No fault found’ is a common
diagnostic conclusion, and is often attributable to
replacement or reseating of components that
seem to be functioning correctly but have some
tolerance problem.

3. Intermittent failure. One of the most frustrating
things for a human diagnostician, and one of the
most difficult challenges for diagnostic software,
is when the same test done under the same condi-
tions produces different results. Sometimes this
can be a result of tolerance problems, but some-
times, especially where complex control software
is involved, it can be because the problem only
occurs in some obscure state of the system.

4. Cost/benefit of test. Where all possible informa-
tion is available on-line, then a diagnostic system
can work on perfect information. However, in
many cases that is not true. It might be neces-
sary to remove some trim from a vehicle (taking
several minutes) in order to test one candidate
fault, whereas another fault might be tested
more easily. One test might rule out a number
of possible faults, whereas another would only
confirm or deny a single fault hypothesis. In
some domains, the speed of diagnosis is an issue
that must be taken into account. For example, if
a methane production plant, was being moni-
tored and one potential explanation for the
observed symptoms was a large methane leak,
it would be suggested that tests be performed
to confirm or deny that possibility, even if it
was not the most likely hypothesis. In general,
fault identification and diagnosis involves a bal-
ance between many considerations in order to
produce an effective and efficient diagnostic
strategy.

4 INTEGRATING DIAGNOSTICS INTO
THE PRODUCT LIFECYCLE

Many of the problems with the process of developing
diagnostics described in the previous section can
be lessened by making full use of the knowledge of
system design and operation that was available to
the original design team.

This section explores the advantages and costs of
three ways of utilizing design information to produce
diagnostic software.

1. Improvements through reuse of information:
much information is produced during the design
process that can be of use when building diagnos-
tic software.

2. Automating the production of diagnostics: models
of a system can be used to generate diagnostic
software automatically.

3. Integrated use of information through the lifetime
of a complex system: improvements to the design
process coupled with technological advances
could provide more effective diagnostics more
efficiently.
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4.1 Improvements through reuse of information

The design process produces several types of infor-
mation that are of use when developing diagnostics
for a system.

1. The physical structure of the system. The compo-
nents that make up the system and the character-
istics of each type of component are needed in
order to understand how the system can fail, and
the consequences of each possible fault.

2. Specification of correct behaviour of the system.
This is not intended to imply formal correctness,
an expression of the desired behaviour of the
device, but rather the behaviour of the system as
it has been designed. A formal specification often
does not exist, but engineers are able to infer the
expected behaviour of a system from knowing
the structure and the correct behaviour of each
component, if it is assumed that the design of
the system is correct. Knowledge of the expected
behaviour enables the detection of misbehaviour.

3. Failure modes and effects analysis (FMEA) report [3].
Where the designers have considered the con-
sequences of each possible component fault, and
calculated the system-level consequences of that
fault, then the results help to provide a list of
possible failures that the diagnostics need to cover,
and the faults that could cause each failure. There
are two problems when an FMEA report has been
generated by engineers considering all possible
faults on all components in the system. First,
from studying genuine FMEA reports, it has been
observed the engineers tend to assign different fail-
ure modes to the same failure, and the same failure
mode to different failures. This misclassification
can make it difficult to group failure modes for
diagnosis. Such misclassification can be avoided
by performing a FMECA (failure modes, effects,
and criticality analysis). This forces the analysts
to list together all of the faults that can cause a spe-
cific failure. The second problem is that hand-gen-
erated FMEA or FMECA is very person intensive,
and usually only covers single faults, whereas
some of the most challenging failures to diagnose
are those caused by multiple faults.

4. Fault tree analysis (FTA) report [4]. Where a fault
tree analysis (FTA) has been performed for a sys-
tem, then it can give more detailed information
about the occurrence of the FTA top event than
is available from the typical FMEA report. Specifi-
cally, for that top event, it can provide all combi-
nations of faults that can cause that top event to
occur. Hurdle et al. [5] have done some interesting
work on extracting diagnostics from an FTA report,
but it is not a complete answer to the problem of
producing good diagnostics, as FTA tends to be
performed only for catastrophic top events.

5. Component reliability information. This informa-
tion is helpful during fault diagnosis and repair.
It can be used to focus diagnostic attention on
the faults most likely to have occurred and to
have caused the failure.

4.2 Automating the production of diagnostics

In response to the increasing overheads of producing
diagnostics, vehicle manufacturers are beginning to
automate the production of diagnostics. Simulation
from a structural description of the system to be
diagnosed, along with behavioural descriptions for
components and knowledge of component faults,
can be used to generate many of the low-level inputs
to the diagnostic process [6, 7]. In several domains,
specifically electrical/electronic systems [8, 9], and
hydraulic systems [10, 11], this technology is well
demonstrated, and Struss and Price give details in
reference [7] of how companies such as Daimler
Chrysler, Ford, Scania, and Volkswagen are applying
it to design and diagnosis.

For electrical or hydraulic systems within a vehicle,
it is possible to provide structural information from a
computer-aided design (CAD) tool as soon as a
design is available, and generate simulations of the
given system’s behaviour. The structural information
needed is the type of each component and the con-
nectivity between the components. The type of the
component is used to access a library of models of
component behaviour. The behaviour of the overall
system is generated from the behaviour of each com-
ponent and the way in which the components are
connected. The AutoSteve system for simulating elec-
trical circuits is a good example of this technology
[9, 12]; it works for circuits containing very sophis-
ticated electronic components with the electronic
behaviour represented by state charts.

If the model of a correctly working component
(such as a relay) is replaced in the simulation with
a model of that component with a fault (e.g. a relay
stuck open), then the behaviour of a system contain-
ing that faulty component can be simulated. If the
behaviour of the correctly working system is com-
pared with the behaviour of the faulty system, then
the effect of the component fault can be identified.
For example, in a lighting system with one of the
relays stuck open, the effect of such a fault might
be that the left headlight does not light when the
headlight switch is turned on with the lights set to
main beam. This is the system level failure for that
fault.

The possible faults for every component in a sys-
tem can be generated from the CAD description of
the system and from knowledge of possible faults
for each type of component. This provides a fault
population. The effects of each possible fault can be
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calculated using the procedure outlined in the pre-
vious paragraph. AutoSteve also abstracts the effects
to the level of system function, in order to provide
user-level descriptions of effects, and allows the effi-
cient generation of multiple component faults. This
process can be combined with reliability inform-
ation to generate efficiently an FMEA report covering
multiple faults [13]. Unlike many hand-generated
FMEA reports, the failure results reported for each
fault combination are consistent, and so are ideal
for reusing in diagnostics.

In order to use this information for diagnosis, it
needs to be reordered. All fault combinations that
can cause a specific set of effects can be automati-
cally grouped together. The specific set of effects
(such as ‘the left headlight does not light when it
should’) are then associated with every possible set
of component faults that could cause that set of
effects. When a symptom such as failure of left head-
light is known, the results from this process can be
used to identify possible component faults that
could be responsible for it. Knowledge of component
reliability can be employed to order the investigation
of possible components during fault diagnosis, but
needs to be combined with other considerations
such as the cost of performing a specific diagnostic
test in order to plan troubleshooting efficiently.

Workshop manual diagnostics, service bay diagnos-
tics, and online diagnostics have all been produced
in this way using automated FMEA output as a basis.
The diagnostics are produced based on information
provided by design engineers, and the effects of com-
ponent failures will have been verified by reliability
engineers. This provides a much closer link between
design and diagnosis than is often the case in large
corporations.

5 PRESENT RESEARCH AND FUTURE
CHALLENGES

Looking to the future, vehicle manufacturers and their
tier 1 suppliers are addressing increasingly serious
challenges. Because the complexity and sophistication
of vehicles is growing, it is becoming harder to predict
interactions between vehicle systems, especially when
failures occur. In response to that, many if not most
manufacturers are at least investigating the kinds of
automation of design analysis and diagnostics that
have been outlined in the previous subsection. This
is sometimes characterized as ‘virtual prototyping’:
instead of finding out the drawbacks of a design on a
very expensive physical prototype, exploration of the
design is done on a virtual prototype.

However, many of the kinds of automated tool that
have been deployed so far are essentially point tools.
They can most profitably be used at a single point

in the design process. Further research is aimed at
integrating the use of design and reliability informa-
tion throughout the lifetime of the product. An early
example of this is given in reference [14], where
safety analysis can be performed to different levels
of accuracy as the details of an electrical design
are made more precise. Changes to the reliability of
the design can also be flagged as design changes
are made.

The ideal end point of this activity would be the
virtual vehicle: a model of the complete vehicle that
can be developed and used throughout the lifetime
of the vehicle. When a new vehicle is first conceived,
then the requirements for the vehicle can be used to
build a functional model of what the vehicle will be
required to do. This might allow automatic specifi-
cation of much of the complex equipment in the
vehicle. As the design is refined by the engineers,
then the extra information should be incorporated
into the model of the vehicle from databases of
component models.

As the design process progresses, it will be possible
to perform automated tasks such as verification that
the design meets the requirements, FMEA, system
simulation, diagnosability analysis, production of
diagnostics, and generation of control software. As
variants of the new vehicle design are produced, all
this work can be repeated with much less effort, reus-
ing all information that is shared with the original
model. When the vehicle is finally disposed of, the
virtual vehicle can be used to plan disassembly and
efficient disposal of materials.

If the use of design information is to be automated
across the lifecycle of the vehicle, and for the variety
of purposes described above, then there are a
number of challenges that need to be addressed.

1. Integration of different types of model. One issue
that is growing in importance is the ability to rea-
son as effectively as possible about a system where
different subsystems are specified with different
degrees of detail: perhaps only a qualitative model
exists for one subsystem, a functional model for
several others, while one or two subsystems can
provide detailed numerical models. Combining
these different levels of information is not pos-
sible at present, but will become vital if the virtual
vehicle is to be realized.

2. Emphasis on software. The modelling of the action
and influence of software is an issue for almost
any advanced man-made device or system. For
example, in the automotive domain, ECUs
containing many thousand of lines of software
control the state of vehicle systems, and often
perform monitoring, diagnosis, and reconfiguration
of systems. It is necessary to incorporate the
actions performed by software when modelling
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the behaviour of the overall system, in order to
understand the state of the device, and perform
device-specific analysis.

3. Integration of effects that cannot be efficiently
modelled. Even within fault diagnosis, there are
limitations where problems are caused by faults
outside the domains modelled. A simple example
of this is provided by the in-car entertainment
system. One reason why the radio might not
work would be that the aerial was no longer con-
nected to the radio. This would not be modelled
as part of the electrical system of the car, and so
would not be suggested as a cause of the radio
failing. In theory, it would be possible to model
all aspects of a vehicle and generate diagnostics
for all aspects of the vehicle from the models. In
practice, it is significantly inefficient in examples
such as the aerial in the radio explicitly to model
the effect accurately, and so it needs to be pos-
sible to model such effects just as functional
dependencies.

6 CONCLUSIONS

Producing diagnostics for complex systems has
become a very costly and time-consuming business,
and the current paper has outlined both the issues
involved in producing diagnostics, and the ways in
which the cost can be reduced. Much of the work
involved in designing a system and analysing its
safety and reliability is reusable in the production of
diagnostics, and maximum use of that information
can reduce costs significantly.

In the automotive industry, automated generation
of both FMEA reports and of diagnostics based on
the structure of the design and the behaviour of the
components is becoming commonplace at the sys-
tem level, at least for domains such as electrical and
hydraulic systems. The techniques described here
have also been deployed in other domains where
there is a complex system to be analysed and diag-
nosed, and sufficient design information is available.
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