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Abstract

In the cinema industry, special e�ects performed during post-production generally use pixel based

versions of the movie frames. Although this type of representation is easy to obtain, it has problems

like the amount of data and processing diÆculties. (How do you remove an object in an image

when its outline is not well de�ned because of the blur naturally present in the image?)

We propose to use continuous, i.e. vectorial, representations. They are indeed easy to manipulate

and it has been shown that they can be used to render very high resolution images, which is

necessary for cinema, in a�ordable times.

In this report, we address a �rst step towards such representations: the extraction from images

of smooth continuous contours at sub-pixel accuracy and some ways of representing their interior.

The sub-pixel accuracy is necessary to obtain representations that are resolution independent.

Images are decomposed into structural regions that correspond to speci�ed image characteristics.

This is done using standard relaxation labelling. Information taken at di�erent stage during the

relaxation is used to extract structural contours. Sub-pixel accuracy is obtained by using snakes

as well as the blur present in images (because of the acquisition process). We propose solutions,

adapted to our context, to often mentioned problems of snakes, namely initialisation, parameter

determination, and instability.

The interior of the structural regions must be represented to allow the rendering of images as close

as possible to the original ones. We propose here two schemes, one using a single colour for each

region, the second sampling the original image to allow smoothly varying colour in each region.
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the UK Engineering and Physical Sciences Research Council.
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1 Introduction

When �lm special e�ects are created at the post-production stage, they are often performed

on digitised versions of the movie frames. By \digitised", we mean \turned into pixels." The

required optical quality means that each frame must be digitised at high resolution, when the

large number of frames involved combines to ensure that a great deal of processing is required.

Moreover, digitisation introduces its own problems. For example, one basic problem is How

do you remove an object when its boundary spreads across several pixels in width because

of the blur introduced by the acquisition system? We claim that special e�ects should be

performed using vectorial representations of the images. Indeed, such representations are

easy to transform, merge, and can be rendered at any resolution (Froumentin & Willis 1999).

We will �rst decompose images into regions that correspond to key parts of the images.

This decomposition is based on statistical properties: a region will be a pixel group having a

given average and variance of colour. This will allow a structural decomposition of the image

based on colours and will lead to structural regions and contours. For the purpose of image

representation, we must characterise the interior of the structural regions (to allow image

synthesis as close as possible to the original image). We thus propose two schemes, each being

applicable to some region types or for di�erent applications. The �rst uses a single colour

and is suitable for single colour regions or for \simpli�ed" rendering for non-photorealistic

applications such as cartoon-like rendering or technical illustration. The second samples the

original image and is suitable for smoothly varying regions. We do not pretend that these

schemes are good for all regions, but they are certainly good ones for some. Other schemes

to represent the interior of structural regions are currently under investigation particularly

based on texture representations.

To extract contours that are independent of the image resolution and the region's posi-

tion/orientation in the image, we must work at a sub-pixel accuracy. Sub-pixel information

is present in images in the form of blur introduced either by the acquisition process or by

the anti-aliasing of synthetic images. We will exploit that information to extract smooth

boundaries to sub-pixel accuracy. In this way, we try to obtain as accurate a representation

as the source data will allow.

In Section 2, we show how the image is segmented into structural regions while Section 3

will show how structural contours are obtained. Section 4 describe the continuous image

representation and some results are given in Section 5.

2 Segmenting an image into structural regions

The �rst step is to segment the image to get structural regions, i.e. regions that are homo-

geneous given a criterion. This is done using relaxation labelling.

2.1 Relaxation labelling

The relaxation labelling (Rosenfeld, Hummel & Zucker 1976, Hummel & Zucker 1983) builds

a mapping from a set of objects to a set of labels by propagating local rules. Briey, and

following Hummel & Zucker (1983), variables pi(�) are associated with object i according
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to:

pi(�) =

(
1 if label � is associated with object i

0 if label � is not associated with object i.
(1)

Intermediate values indicate intermediate degrees of association. Moreover, two more re-

quirements are:

0 � pi(�) � 1 8i; �

and
mX
�=1

pi(�) = 1 8i;

where m is the number of possible labels. Although pis are not necessarily probabilities
1, we

call them probabilities.

�i is the set of labels attached to object i and �ij is the set of all pairs (�; �0) such

that label � associated with object i is compatible with label �0 associated with object j.

Compatibilities between neighbouring objects have to be expressed. For example, they can

be:

rij(�; �
0) =

(
1 if (�; �0) 2 �ij

0 if (�; �0) 62 �ij:
(2)

The important point here is that rij(�; �
0) must be positive for compatible labels, negative

for incompatible labels, and zero if the labels have no inuence on each other.

The local support is a function of the number of neighbours of object i having labels

compatible with label � associated with object i:

si(�) =
nX

j=1

dj

mX
�0=1

rij(�; �
0)pj(�

0); (3)

where n is the number of objects in the neighbourhood of the current object and dj are

weights associated with each object in the neighbourhood. These weights can be used to

emphasise (or preserve) particular spatial relationships between neighbouring objects (see

(Richards, Landgrebe & Swain 1981) for the case of pixel labelling).

The relaxation labelling updates the probabilities to obtain a consistent and unambiguous

labelling, i.e. a labelling associating a unique label (non-ambiguity) with each object while

verifying (consistency):

si(�i) � si(�) 8�; i:

We use the following rule to update the probabilities (Rosenfeld et al. 1976):

pt+1i (�) =
pti(�)(1 + sti(�))

mX
�0=1

pti(�
0)(1 + sti(�

0))

: (4)

This updating rule is an approximation of the more formal one proposed in (Hummel &

Zucker 1983) but is widely used as it is simple and works well (see, e.g., (Kittler & Illingworth

1985, Garbay 1986, Hansen & Higgins 1997)).

1Even if these quantities can have a probabilistic meaning at the beginning of the process (we initialise

them as probabilities), there is no guarantee that this interpretation remains valid after several iterations

(Kittler & Illingworth 1985).
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2.2 Image segmentation

In the case of image segmentation, objects are pixels (denoted by their coordinates (x; y))

and labels correspond to sets of region attributes (ai).

Note that since we do not know in advance | and do not want to emphasise | any

particular image structures, all dj are set to 1 in Equation (3). Also, the neighbourhood is a

3� 3 square around the current pixel and includes the central pixel (Richards et al. 1981).

The relaxation labelling produces for each pixel a probability for it to belong to a region

having each possible attribute set. This means that for each possible attribute set, we get, at

the end of the process, an image whose pixels are white | or very bright | if they belong to

a region having this attribute set, black { or very dark | if not, and with a grey transition

from one value to the other on the region boundary. That transition is smaller than the blur

in the original image because of the convergence properties of the relaxation labelling, which

will remove small regions and sharpen the transitions from one region to another.

We currently use as region attributes the average colour � and the colour variance �

(Garbay 1986, Hansen & Higgins 1997). The attribute set for the region i is thus ai =

f�i; �ig. We use the CIE L�a�b� colour space because of its perceptual uniformity (Wyszecki

& Stiles 1982, Henricsson 1998, Meyer & Greenberg 1987). In image segmentation it is

common to disregard luminance because changes in luminance do not usually represent

object boundaries but rather changes in lighting conditions (clouds, shadows, lights, etc.).

In our case, we are interested in regions having homogeneous colour properties, not in regions

corresponding to physical evidence. We thus consider all three coordinates of the CIE L�a�b�

space.

Typical attribute sets must be speci�ed before the relaxation process begins. This is

done interactively by selecting parts in the image to be segmented that are characteristic of

each region. The interactive scheme to specify these parts is acceptable in our application

because we want to analyse image sequences and because the region attributes usually do

not change dramatically between two consecutive images in a sequence. Moreover, this user

interaction is very fast because only rough drawings are required to select the image parts.

Given these region attributes (� and �), we use the Mahalanobis distance which can be

interpreted as being a normalised distance between a pixel value and an attribute set (Duda

& Hart 1973):

d(x;y)(ai) =
(I(x; y)� �i)

2

�2i
:

d(x;y)(ai) is the Mahalanobis distance between the pixel at position (x; y) and the region

whose attributes are ai = f�i; �ig. This distance is used to compute the initial probability

of each pixel to have each attribute set:

p
(0)

(x;y)(ai) =
d(x;y)(ai)

�1Pm
j=1 d(x;y)(aj)

�1
; (5)

where m is the number of regions. We use (2) as compatibility function.

Several criteria have been used to test when the relaxation should be stopped(Richards

et al. 1981, Kittler & Illingworth 1985). They are usually based on the unambiguity of the

labelling, i.e. one and only one label must be associated with each object with a probability

of 1. Of course, this must be somehow slackened since we use real number probabilities that

will never be 1 or 0. In our case, a pixel is said to belong to the region having the highest
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probability(Hansen & Higgins 1997). The relaxation is stopped when the labelling does not

change anymore. Figure 1 shows the percentage of pixels (with respect to the image size)
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Figure 1: Changes in the labelling against the number of iterations (percentage with respect to

the size of the image of pixels whose associated label has changed)

whose label has changed at each iteration. As can be seen, the stability is quickly reached

and testing that value against a threshold can be used to stop the relaxation. Note that an

early stop (depending on the image) will usually produce a great number of small regions.

On the contrary, a late stop will remove all these small regions but will remove a great deal

of detail in the images, in particular, it will round the corners. This latter point is not really

a problem since the result of the labelling is only a starting point of the sub-pixel extraction.

Moreover, image details could be preserved as in (Richards et al. 1981).

3 Structural contours

The structural regions are given with pixel accuracy. We need now to reach sub-pixel accu-

racy. This is done using snakes.

3.1 Snakes

Snakes (Kass, Witkin & Terzopoulos 1988), also known as active contours, allow the ex-

traction of linear events in images. Following Kass et al. (1988), a snake, parametrically

represented by v(s) = (x(s); y(s)), has associated with it an energy that measures how far

from an ideal model the snake is. The energy is made of two terms:

E =

Z
Ei(s)ds+

Z
Ee(v(s))ds; (6)

where Ei(s) is the internal energy at the curvilinear abscissa s and Ee(v(s)) is an external

energy at the same abscissa.

The internal energy consists of a �rst-order term responsible for the snake continuity and

a second-order term responsible for the snake rigidity:

Ei(s) =
1

2

0
@�(s)

�����dv(s)ds

�����
2

+ �(s)

�����d
2v(s)

ds2

�����
2
1
A ; (7)
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where �(s) and �(s) are parameters that control the relative importance of the two terms.

Discontinuities and corners can be allowed at some positions by respectively setting �(s)

and �(s) to zero at the corresponding points.

The external energy is the value of a potential �led at the corresponding snake point.

The �eld can take into account di�erent kinds of sources. Kass et al. (1988) used forces

produced by images and localised springs and repulsors. The energy coming from the image,

using di�erent operators, can be used to extract bright lines over dark background, edges,

or line terminations.

3.2 Minimising the snake's energy

To make the snake �t its ideal model, the energy must be minimised. Several methods have

been proposed to minimise the snake's energy. The �rst one, primarily used by Kass et al.

(1988) but also by David & Zucker (1990), Cohen & Cohen (1993), and Berger & Mohr

(1990), uses a variational approach. Basically, Equation (6) can be transformed into (Kass

et al. 1988):

Avt + f(vt�1) = �(vt � vt�1) (8)

obtained by the discretisation of the linear abscissa and approximating the time derivatives

by �nite di�erences. vt is the snake's coordinates at a given curvilinear abscissa at time t.

A is a penta-diagonal banded matrix depending only upon �s and �s.  is the inverse of a

step size (the average displacement of the snake's control points). f(vt) is the external force

applied to a given snake control point at a given iteration, i.e. the variation of the external

energy at a given control point at a given time:

f(vt) =
@Ee

@v

�����
v=vt

: (9)

Equation (8) can be solved iteratively by matrix inversion:

vt = (A+ I)�1(vt�1 � f(vt�1)): (10)

The matrix (A+ I), which is of size n � n where n is the number of control points of the

snake, can be inverted in linear time (Benson & Evans 1977).

Problems have often been reported with this optimisation approach. The main one is

that the condition that leads to Equation (8) is only a necessary condition: the minimum is

at a point where the derivative of the energy vanishes. This means that the optimisation is

not guaranteed to �nd the absolute minimum. It is not even guaranteed that a minimum

will be found. Indeed, the optimisation can stop at a stationary point. Moreover, if the

snake is initially far from the minimum, it will not be attracted by it and thus will never

�nd it (see (Amini, Weymouth & Jain 1990) for a detailed explanation). A second problem

is that equilibrium is usually not reached because of instabilities introduced mainly by the

non-smoothness of the external energy term2.

To solve these problems, some solutions have been proposed. A bilinear interpolation of

the forces implied by the image has been used by Cohen (1991). In (Cohen 1991, Cohen

& Cohen 1993), an attraction potential is added to the energy of the snake; this potential

2Remember that this term comes from an image.
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is created by the convolution of a Gaussian with a binary image produced by an edge-

detection operator. A fully analytical term for the internal forces has been used by Rueckert

& Burger (1995) by using C2 polynomial spline patches instead of the discrete curve used

by Kass et al. (1988). Another optimisation technique has also been proposed: dynamic

programming (Amini et al. 1990, Geiger, Gupta, Costa & Vlontzos 1995). This technique has

the advantage that the global minimum is guaranteed and that hard constraints (constraints

that cannot be violated) can be added to the problem. But this method also has drawbacks.

In particular, it is slower and requires more memory than the previous one. The major

drawback in the case of our particular application is that the contour's control points are

kept on the image grid, preventing a sub-pixel contour from being extracted.

In the two previous optimisation techniques, the �rst- and second-order derivatives are

approximated using �nite di�erences:

�����dvids

�����
2

� jvi � vi�1j
2 (11)

and �����d
2vi

ds2

�����
2

� jvi+1 � 2vi + vi�1j
2: (12)

Williams & Shash (1992) pointed out that these approximations presuppose two assump-

tions: the control points are evenly spaced at unit intervals and that the parameter s is the

arc length of the curve. If the control points are not at unit intervals but evenly spaced,

Equation (11) should be divided by d2 and Equation (12) by d4, where d is the distance

between the points. This omitted term can be taken into account in � and �. If the control

points are no longer evenly spaced, then the approximation for the �rst-order term penalises

long distances between control points and the second-order term gives too large estimates

for the curvature. The result is that the snake has a tendency to shrink and eventually ends

as a point (or a line if it is not closed) if the snake is not subject to external forces. To solve

that problem, a new formulation for the �rst-order term as well as a better approximation

for the second-order term are proposed by Williams & Shash (1992). The average distance

between consecutive control points is computed and the �rst-order term tends to minimise

the di�erence between that average distance and each individual distance. That way, the

�rst-order term favours evenly spaced control points. They also propose a new algorithm to

perform the optimisation. This algorithm is based on a discrete grid and is faster and less

memory consuming than the dynamic programming one.

We previously said that the initial snake should be close to the attracting image feature

to converge properly. The original snake algorithm was created in an interactive application

(Kass et al. 1988) in which the initial contour was drawn over the image and possibly

pushed or pulled interactively to solve convergence problems. These interactions are not

always possible and several methods to initiate snakes have been proposed. In (David &

Zucker 1990), a short open snake is started at each pixel where an edge was detected3 in

a small valley created by an elongated Gaussian centred at each pixel and oriented as the

edge. Each snake then evolves following Equation (8) and is made longer to produce a global

covering of the edges. A similar approach is proposed in (Berger & Mohr 1990, Berger 1990)

where a short snake is started following strong local evidence for an edge and elongated

3These edges are the result of the computation of the tangent �eld of the image (Zucker 1985).
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locally following the edge to extract the complete edge. In (Cohen 1991), another approach

is used. A new term is added to Equation (6) that inates the snake4: this is the balloon

model. This way, the initial snake can be far from any image feature (but must be inside

them), the new term inating the snake until it reaches such a feature. A dual active contour

approach is proposed in (Gunn & Nixon 1997). Two linked snakes are used to delimit the

image feature: one starts from the inside of the feature and expands while the other starts

from the outside and shrinks. In (Lai & Chin 1995), a new model for the deformable contour

is proposed: the generalised snake. The g-snake is a snake whose model takes into account

a prior model. In that case, global deformations are also possible and the initial contour

position is found using the generalised Hough transform. In this model, the control points

are also positioned on the image grid.

Another problem with the method proposed in (Kass et al. 1988) is that it requires

a lot of parameters that are manually �ne-tuned. Fua & Leclerc (1990) propose a way to

automatically and dynamically determine the snake's curvature weight (�, Equation (7), they

use the same value for all control points) and the step size (, Equation (8))5. The � value is

chosen so that the internal and external energies evolve the same way when the snake is at its

optimum position, which is approximated by the snake at its initial position when close to the

solution.  is dynamically changed to ensure a monotonic convergence towards the optimum,

i.e. reduced when the energy increases instead of decreasing. In (Cohen 1991), �, �, and

 are automatically determined. � and � are determined experimentally as respectively h2

and h4 where h is the distance between control points.  is of the order of the pixel size and

the external force f (Equation (9)) is modi�ed as f = @Ee

@v
=
���@Ee

@v

��� to give the same importance
to all edge values in the edge image.

3.3 Sub-pixel extraction

We use the snakes to reach sub-pixel accuracy from the pixel accurate structural region

boundaries. We thus use these boundaries as snakes in their initial con�guration. Then we

make the snake evolve to extract the sub-pixel boundaries.

Since we want sub-pixel snakes, we use the minimisation that was proposed by Kass et al.

(1988). The internal energy of a snake only contains the second-order term as the �rst-order

term tends to shrink the snake, which will make it go inside the true boundary. We have

indeed noticed that the �rst-order term is not very useful if the snake's control points are

already evenly spaced, which is the case here. The internal energy thus becomes:

Ei(s) =
1

2
�(s)jvss(s)j

2: (13)

The potential �eld of a snake is made of an edge image that is the gradient modulus of an

image I 0 built as follows from the original image I. The image I 0

� is white (or at least bright) in the region whose boundary has made the snake,

4The term \inate" applies only to closed snakes but the force can in fact be applied to non-closed snakes:

it suÆces to de�ne a partition of the world into an inside and an outside of the snake to de�ne the force.

This partition is de�ned by specifying a normal to the snake on each point.
5Fua & Leclerc (1990) do not automatically determine the snake's continuity weight because they don't

use that term in the snake's energy.



Towards Continuous Image Representations 8

� black (or at least dark) outside of that region, and

� has a smooth transition between the bright and dark regions that reects the image

blur.

It is made of the probabilities at some point during the relaxation (Section 2). We do not

use the �nal probabilities because they are too sharp and the edges in these do not represent

correctly the edges in the original image. On the other hand, the initial probabilities lead

to edges that are not well de�ned (as with the original image). Moreover, it is important

to have the same region topology for the initial snakes (taken from the region boundaries at

the end of the relaxation) and the edges in the potentials. Indeed, if they are di�erent, then

the snakes will be initially far from their �nal position and holes can remain between regions

(where small regions have disappeared). When the number of labelling changes gets small

(with respect to the labelling changes after the �rst iteration), then changes become very

small in terms of regions and we can use the probabilities at that stage to extract the edges

used as snake potentials. Moreover, probabilities at that stage are still smooth. Typically,

we use the probabilities when the labelling changes cross the threshold of one tenth of the

�rst labelling change. Figure 2 shows an image of a goose and the image I 0 corresponding

to the dark parts. The edge image is then interpolated using bicubic B�ezier patches to get

a smooth analytic surface which is the potential. The term Ee(v(s)) in (6) becomes:

Ee(v(s)) = Ee(x(s); y(s)) = �Interp(jrI 0(x(s); y(s))j2): (14)

In the original implementation of snakes (Kass et al. 1988), all parameters are manually

set. We propose an automatic way of choosing them. The parameter � in (13) is set to allow

angles at some control points in the snake. It is �rst initialised to 1 for each control point.

Then, control points making angles are sought along the initial snake con�guration6. At

these control points, � is set to the negated, then clamped to 0, cosine of the angle. Finally,

all �s are normalised so that the amplitudes of the snake rigidity and external energy are

equal. The rigidity is assumed to lie between its initial value and 0 (all control points are

roughly aligned at the end, except where a discontinuity has been allowed, in which case

the contribution is small). The external energy is assumed to lie between its initial value

and the value found by adding the minimum contribution of each control point in its 3� 3

neighbourhood (with increments of 0.5 pixels). This latter value is close to the minimum

value since the snake control points are initially at less than one pixel from their �nal position.

The parameter  in (8) is automatically and dynamically determined. It is initially

computed so that a given average displacement (typically a quarter of a pixel) of the control

points is allowed. Basically, (8) gives n vectorial equations from which we can extract n

values for  given the required average step-size, where n is the number of control points.

The initial  value is taken as the average of these n values. Then  is increased until the

snake becomes still. For this, we compute the energy's derivative (averaged over time) and

when that derivative is below a given threshold, we reduce the step-size. Using this method,

the energy ends up at a slightly higher value (Figures 3 and 4), but we have seen no lower

quality of the result. The result is insensitive to the amount of increase of the damping

6An angle is detected at a control point when the minimum cosine of the angle made from the control

point and neighbouring ones is higher than all neighbouring cosines.
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(a) (b)

(c)

Figure 2: An image of a goose (a), the image I 0 for the dark regions (b), and a close up of I 0 (c)
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Figure 3: The energy of a snake while it converges: no snake damping

factor as well as to the value of the energy derivative threshold.

Though inspired by (Fua & Leclerc 1990), our approach is di�erent because our context is

di�erent. For example, we cannot assume that the initial estimate of the snake is close to the

�nal answer (even if this is true in terms of distance) since this is exactly that di�erence that

makes the contour reaching sub-pixel accuracy. Also, in (Fua & Leclerc 1990), the damping
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Figure 4: The energy of a snake while it converges: with snake damping

occurs when the energy increases instead of decreasing (with a backtracking procedure to

ensure that the energy never becomes higher). We found that this prevents the snakes

from reaching their global minimum but makes them converge towards a local minimum.

Indeed, the energy, when becoming low, shows oscillations that help the snake to converge

correctly (Figure 3). Figure 4 shows that, despite the damping we introduce, the energy still

shows some oscillations, which help the snake converge towards the proper con�guration.

By contrast, we have seen noticeably lower sub-pixel quality with the method in (Fua &

Leclerc 1990).

4 Image representation

We address in this section problems related to the re-rendering process: how to represent

the image, given the regions previously extracted, in order to be able to synthesise a new

image as close as possible to the original image.

The previous stage provides us with a segmentation of the image: the image is decom-

posed into homogeneous regions. The region boundaries are at a sub-pixel resolution but

expressed in terms of control points (the control points used to control the corresponding

snake). The �rst stage is thus to convert these boundaries into vectorial form (Section 4.1).

The second stage is to represent the interior of each region to keep enough information for

a proper synthesis (Section 4.2).

4.1 Region boundaries

Snakes interpolate their control points. We thus have to generate an analytical equation

representing a curve passing through these points. We use NURBS curves because of their

ability to represent complex shapes with a reasonable number of parameters. The control

points can easily be converted into a NURBS curve interpolating the control points and

having a controlled continuity (Piegl & Tiller 1997).
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Figure 5: Projection of the image colours to make the region colours (see text)

4.2 Region interiors

Currently, two approaches are implemented. One is useful to render at colours, the other

to render smoothly varying colours.

In the case of at colours, we simply associate with a region its average colour (taken

from the corresponding region attribute). When rendered, such a region appears at, which

is perfect for non-realistic cartoon rendering.

In the case of smoothly varying colours, we use colours inside the regions taken from the

original image. Each region is triangulated using a quality conforming Delaunay triangula-

tion, where the area and angles of the triangles can be controlled (Shewchuk 1996). A colour

is then associated with each vertex of the triangulation, the colour being a function C(c)

of the colour of the nearest pixel in the original image. This function is de�ned as follows.

In the CIE L�a�b� space, we can consider the ellipsoid whose centre is the region's average

colour (a), whose axis are aligned with the space axis, and whose dimensions are speci�ed

by the region's colour variance (�L�, �a� , and �b�). Figure 5 shows such an ellipsoid (E�) in

a 2D projection of the CIE L�a�b� space (the X and Y coordinates can be any of the L�, a�,

or b�). We de�ne the inside-outside function as (Whaite & Ferrie 1991):

f(c; a; �) =

�
cL� � aL�

�L�

�2
+

�
ca� � aa�

�a�

�2
+

�
cb� � ab�

�b�

�2
:

We have f(c; a; �) = 1 if c is on the ellipsoid of centre a and dimensions �, f(c; a; �) > 1 if

c is outside the ellipsoid, and f(c; a; �) < 1 if c is inside the ellipsoid. All image colours cI
that are inside or on the ellipsoid (i.e. f(cI; a; �) � 1) are taken without modi�cation since

they comply with the colour statistical properties of the region. Image colours outside of the

ellipsoid (i.e. f(cI ; a; �) > 1) are far from the possible region properties. This is possible

partly because the relaxation has removed small regions inside large ones and partly because

of the smooth transitions between colours in the original image. We thus have to modify these

colours to make them more compliant with the region's properties. Projecting the colours
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onto the ellipsoid E� results in a at image (when re-rendered from the image representation).

cI de�nes an ellipsoid whose dimensions are �I : f(cI ; a; �
0) = 1. We create the region colour

cr by projecting cI onto an ellipsoid that is between the two. Its dimensions are �r are:

�r = � + �(�I � �);

where � is the contraction factor that controls the colour atness, typically 0.85. To sum-

marise:

C(c) =

����� cI if f(cI; a; �) � 1;

cr j f(cr; a; � + �(�I � �)) = 1 if f(cI ; a; �) > 1:

By using this function, colours still reect what was initially in the image but are closer to

the region properties. This prevents colours very di�erent from the region ones spreading

into the region.

These colour projections are made in the CIE L�a�b� space (like all our colour manipu-

lations). Indeed, they are not feasible in the RGB colour space since the projection (as well

as the Euclidian distance) does not correspond to any psychophysical reality, thus creating

intermediate colours that are visually wrong.

Note that the size of the triangles in the mesh must be of the order of the �nest detail

to be represented, which means that for highly textured regions, the number of primitives

can be large.

The at mesh produced can then be rendered using a standard mesh renderer such

as OpenGLTM. We currently use IRCS (Image Rendering and Compositing Software), a

software package developed at the University of Bath, UK (Froumentin & Willis 1999). It

allows the rendering of very large images (32k � 32k pixels) on (relatively) low memory

computers. It can use NURBS as shape primitives and can render smoothly varying colours

on primitives. Moreover, the �le format used is particularly suitable for rendering only parts

of the complete data and for modifying parameters of parts.

5 Results

We �rst present some results that assess the precision of the sub-pixel extraction (Sec-

tion 5.1). We then show some steps of the construction of the representation for real images

(Section 5.2) and, �nally, we show some re-synthesised images (Section 5.3).

5.1 Precision of the sub-pixel extraction

Figures showing the results (Figures 6, 8, and 11) show the shape (in grey), the original

NURBS curve used to generate the shape (dashed line, when visible), the snake at its initial

position (jagged continuous line), and the snake at its �nal position (smooth continuous

line). Error curves shown at Figures 7, 9, and 12 show the percentage (with respect to the

area of the shape) of the reconstructed shape that is outside, inside, and both outside and

inside of the true shape. These quantities are measured as follows. We generate on the same

image at very high resolution the true shape and the reconstructed shape with two di�erent

colours and with appropriate mixing rules such that pixels belonging to one shape or the

other are of the corresponding colour. Then we count the number of pixels having one or the

other colour and the number of pixels in the true shape to obtain the percentages shown.
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To get shapes closer to the sub-pixel curves, we anti-alias the image (as was the original

image). Since we count pixels having any amount of one or the other colour as being inside

or outside, the percentages we give are over-estimated. In fact, Figure 10 shows the total

error depending on the image resolution at which it has been measured in a typical case (the

cardio CIE L�a�b� image). All given values are measured at a resolution of 4000 pixels (in

fact 4000� 4000 pixels, the original images having 200� 200 pixels).

5.1.1 Image cardio

The �rst image (Figure 6) shows a convex shape having a sharp angle. Figure 7 shows that

Figure 6: cardio
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Figure 7: cardio: error between the reconstruction and the original

the resulting curve is completely inside the true curve. Figure 6 shows that this is partly

due to the sharp angle but mainly due to the reconstructed curve being systematically inside

the true curve. This systematic error is due to the anti-aliasing of the original image that

has been done in the RGB space while all sub-pixel treatments are done in the CIE L�a�b�

space. The experiment in Section 5.1.2 shows that this explanation is correct.
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5.1.2 Image cardio CIE L�a�b�

This experiment is the same as the one in Section 5.1.1 with the following di�erence: the

anti-aliasing of the original image has been done in the CIE L�a�b� space instead of the RGB

space. Figures 8 and 9 clearly show that the systematic error towards the inside of the shape

has disappeared, but that the sharp angle is still reconstructed inside the original contour.

This is due to natural tension in the snake. The angle is however correctly detected (an

angle is present in the reconstructed contour).

Figure 8: cardio CIE L
�
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Figure 9: cardio CIE L
�

a
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b
�: error between the reconstruction and the original

5.1.3 Image Y

In this experiment, we use a shape having no sharp angles but high curvatures and concav-

ities. Results show that the concavities are no problem. We can see that the high curvature

parts are still inside the original shape, but less than in the case of a sharp angle (a third of

a pixel instead of a full pixel at the same resolution).
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Figure 10: cardio CIE L
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�: error variation depending on the image resolution

The higher total error for the Y image compared to the one for the cardio CIE L�a�b�

image, despite the visually better result, comes from the fact that the curve to surface ratio

is greater in the Y image than in the cardio CIE L�a�b� image.

Figure 11: Y
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Figure 12: Y: error between the reconstruction and the original

5.1.4 Sub-pixel accuracy evaluation

We can see that the reconstructed contours are very close to the original ones. The total

error is less than 0.5% of the shape's area. Moreover, errors are symmetric and the maximum

error is about half a pixel at the resolution of the original image, this error happening only

on sharp angles.

5.2 Steps in the representation construction

The �rst step is to specify (draw) image parts that are used to compute the region attributes

(Section 2.2). Figure 13 shows the ones used for the goose image. This drawing, which is

Figure 13: The image parts used to compute region attributes

the only necessary user intervention, is fast since the parts speci�cation does not have to be

precise.

Probabilities are then initialised (section 2.2) and optimised (Section 2.1) to produce the

segmentation. Figure 14 shows the initial and �nal segmentations.

Once the �nal segmentation is obtained, the user can select the regions he wants in

the �nal representation. This can be done manually by clicking in the desired regions or



Towards Continuous Image Representations 17

(a) (b)

Figure 14: Segmentation of the goose image: (a) initial and (b) �nal

automatically by providing a threshold on the area of the regions to consider. Then the

snakes are created and optimised (Section 3.3 and Figure 15).

Figure 15: The snakes after convergence

Finally, the representation is built. For the goose, we used the smooth scheme to represent

the regions (Section 4.2). Figure 16 shows the triangulation of the region corresponding to

the neck of the goose (Figure 2).

Figure 17 shows all the stages as well as the type of information used and created to

extract the sub-pixel boundaries of an image and to create its vectorial representation.

5.3 Re-synthesis

We show several original images as well as the re-synthesised version of them. As can be seen,

both versions are very similar. There is a noticeable di�erence, though: the re-synthesised

version lacks a great deal of the high frequencies present in the textured regions of the original

images, even with the goose image when triangles used to represent the image were no more

than 2 pixels in area at the resolution of the original image (Figure 18 (c))7. Moreover, the

7Figure 16 shows the large triangles for the region of the neck.
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Figure 16: The triangulation of the goose's neck

Image

Image segmentation

Regions

Snakes creation

Snakes

Sub-pixel
extraction

Sub-pixel regions

Construction of the
representation

Continuous representation

Figure 17: The whole process of the image representation

triangular structure of the data is evident in the result. This clearly shows the limits of the

current scheme to represent textured regions. Note however that smooth regions are very
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(a) (b)

(c)

Figure 18: The goose image: (a) original, (b) re-synthesised from large triangles (area less than

50 pixels) and (c) from small triangles (area less than 2 pixels)

well handled. Note also that high frequencies are still present at the boundaries of regions,

which is an improvement compared to traditional methods that change the resolution of

images.

Figure 20 shows an object extracted from an image and synthesised on its own (without

the background). This object is reused with the goose image in Figure 21.

These images (as well as others) can be viewed in better condition (without the step of

the printing) at the following address: http://www.maths.bath.ac.uk/~masfl.

6 Conclusion

We presented in this report a �rst step towards continuous image representations. To build

such a representation, we �rst perform an image segmentation, using relaxation labelling, to

decompose the image into homogeneous regions. The homogeneity is based on the average

colour and colour variance in the regions. The segmentation is then used to initialise the

snakes while the probabilities of the relaxation are used to make the snakes evolve towards

the sub-pixel boundaries. The user has to draw free-form shapes on the image to de�ne

regions from which the statistical properties will be computed.
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(a) (b)

Figure 19: The pond image: (a) original and (b) re-synthesised

(a) (b)

Figure 20: The blue truck image: (a) original and (b) re-synthesised

Finally, the image representation is built using the sub-pixel boundaries. The repre-
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Figure 21: Mixing image representations

sentation is made of NURBS curves to represent the boundaries and a region description

is attached to each of these boundaries: a simple colour or a at mesh with a colour at

each vertex. This representation can be re-rendered to produce either an image close to the

original or a controlled modi�cation of it.

Results have shown that we are able to extract sub-pixel contours with a very good accu-

racy. Results of image re-synthesis have shown that we have a promising way of representing

images but that other schemes must be developed to represent more accurately di�erent kinds

of regions, e.g. models based on texture representation. Moreover, it has been shown that

these continuous representations are useful for applications like image warping (Froumentin,

Labrosse & Willis 2000).
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